VORTEX LINES INTERACTION IN THE THREE-DIMENSIONAL
MAGNETIC GINZBURG-LANDAU MODEL
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ABSTRACT. We complete our study of the three dimensional Ginzburg-Landau functional with
magnetic field, in the asymptotic regime of a small inverse Ginzburg-Landau parameter ¢, and
near the first critical field H., for which the first vortex filaments appear in energy minimizers.
Under a nondegeneracy condition, we show a next order asymptotic expansion of H., ase — 0,
and exhibit a sequence of transitions, with vortex lines appearing one by one as the intensity
of the applied magnetic field is increased: passing H., there is one vortex, then increasing
H., by an increment of order log|loge| a second vortex line appears, etc. These vortex lines
accumulate near a special curve I'g, solution to an isoflux problem. We derive a next order
energy that the vortex lines must minimize in the asymptotic limit, after a suitable horizontal
blow-up around I'y. This energy is the sum of terms where penalizations of the length of the
lines, logarithmic repulsion between the lines and magnetic confinement near I'y compete. This
elucidates the shape of vortex lines in superconductors.

Keywords: Ginzburg—Landau, vortices, vortex filaments, first critical field, phase transitions,
Abelian Higgs model, vortex interaction
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1. INTRODUCTION

This work is the conclusion of our study of the emergence of vortex lines in the three-
dimensional full Ginzburg-Landau model from physics, i.e. the model with gauge and with
external magnetic field. The Ginzburg-Landau model is important as the simplest gauge theory,
where the U(1)-gauge is Abelian (it is also known as the Abelian Higgs model) and where
topological defects in the form of vortices arise. It is also one of the most famous models of
condensed matter physics, the widely used and studied model for superconductivity, and also
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very similar to models for superfluids and Bose—Einstein condensates [SSTS69, DG99, Tin96,
TT90].

In the two-dimensional version of the model, vortices are point-like topological defects, arising
when the applied magnetic field is large enough, as superconductivity defects in which the
magnetic flux can penetrate. Vortices interact logarithmically, the magnetic field acting as
an effective confinement potential. As a result of this competition between repulsion and
confinement, in energy minimizers vortices form very interesting patterns, including a famous
triangular lattice pattern called in physics Abrikosov lattice. The program carried out in
particular by the last two authors, see [SS07], culminating with [SS12], was to mathematically
analyze the formation of these vortices and derive effective interaction energies that the limiting
vortex pattern must minimize in a certain asymptotic limit, thus relating the minimization
of the Ginzburg-Landau energy to discrete minimization problems, some of them of number
theoretic nature.

Our main goal here was to accomplish the same in three dimensions, deriving effective inter-
action energies for vortex lines in three dimensions in order to precisely understand and describe
the vortex patterns in superconductors. This is significantly more delicate in three dimensions
than in two, since vortex lines carry much more geometry than vortex points. In particular,
curvature effects and regularity questions, requiring the use of fine geometric measure theoretic
tools coupled with differential forms, appear. In the three dimensional situation, the energetic
cost of a vortex is the balance between its length cost, the logarithmic interaction with other
vortices, and the confinement effect of the magnetic field. While the length cost effect had been
analyzed in a simplified setting in the mathematical literature [Riv95, LRO1, San01, BBOO01],
the logarithmic repulsion effect analyzed, again in a simplified setting, more recently in [CJ17],
our paper is the first to handle all three effects at the same time in the completely realistic
physical setting of the full gauged energy. In particular, it settles questions raised since the
turn of the century (for instance [Riv95, AR01]) about whether vortices in three dimensional
superconductors will be asymptotically straight or curved.

1.1. Description of the model. Let us now get into the details of the Ginzburg-Landau
model, whose physical background can be found in the standard texts [SSTS69, DG99, Tin96].

After nondimensionalization of the physical constants, one may reduce to studying the energy
functional

1 1 1
1.1 L.(u, A) := = T+ —(1—|uP?+= | |H- Hl
(1) GLewA) =5 [ 1VauP + 51— PP+ 5 [ |~ Had

Here () represents the material sample, we assume it to be a bounded simply connected subset
of R? with regular boundary. The function u : Q — C is the order parameter, representing the
local state of the material in this macroscopic theory (|u|* < 1 indicates the local density of
superconducting electrons), while the vector-field A : R® — R3 is the gauge of the magnetic
field, and the magnetic field induced inside the sample and outside is H := V x A, as is
standard in electromagnetism. The covariant derivative V4 means V — ¢A. The vector field
H,, here represents an applied magnetic field and we will assume that Hey = hexHoex Where
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Hy o is a fixed vector field and he is a real parameter, representing an intensity that can be
tuned. Finally, the parameter € > 0 is the inverse of the so-called Ginzburg—Landau parameter
k, a dimensionless ratio of all material constants, that depends only on the type of material.
In our mathematical analysis of the model, we will study the asymptotics of ¢ — 0, also
called “London limit” in physics, which corresponds to extreme type-II superconductors (type-
IT superconductors are those with large ). This is the limiting where the correlation length is
much smaller than the penetration depth of the magnetic field, effectively this means that vortex
cores are very small. The Ginzburg-Landau theory is an effective Landau theory, describing
the local state at the mesoscale level by the order parameter u, but it can be formally derived as
a limit of the microscopic quantum Bardeen—Cooper—Schrieffer theory [BCS57] near the critical
temperature. This has been partially accomplished rigorously in [FHSS12].

The Ginzburg-Landau model is a U(1)-gauge theory, in which all the meaningful physical
quantities are invariant under the gauge transformations v — ue’®*, A — A + V® where & is
any regular enough real-valued function. The Ginzburg-Landau energy and its associated free
energy

1 1 1
1.2 F.(u,A) = = =0 —-|uP+= [ |HP
(12 ) =5 [ VauP 4 0= PP g [

are gauge-invariant, as well as the density of superconducting Cooper pairs |u|?, the induced
magnetic field H, and the vorticity defined below.
Throughout this paper, we assume that He, € L2 _(R3 R3) is such that div He = 0 in R3.

loc
Consequently, there exists a vector potential A, € H (R R?) such that
curl A, = H., and div A, = 0 in R3.

loc
The natural space for minimizing GL. in 3D is H'(Q,C) X [Aex + Hewn] where
Hem = {A € H. (R*,R*)|curl 4 € L*(R?,R*)};
see [Rom19a]. Critical points (u, A) of G L. in this space satisfy the Ginzburg-Landau equations

1
—(Va)u = 5—2u(1—|u|2) in

(1.3) curl(H — Hey) = (iu,Vau)yo inR3
Vaiau-v = 0 on 0f2
[H—-Hx]xv = 0 on 02,
where xq is the characteristic function of €2, [-] denotes the jump across 9, v is the outer unit

normal to the boundary, Vu-v = Z?Zl(aju —iA;u)v;, and the covariant Laplacian (V 4)? is
defined by
(VA)ZU = (diV —iA-)VAu.

We also note that rotating superfluids and rotating Bose—Einstein condensates can be de-
scribed through a very similar Gross—Pitaevskii model, which no longer contains the gauge A,
and where the applied field H., is replaced by a rotation vector whose intensity can be tuned.
In the regime of low enough rotation these models can be treated with the same techniques as
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those developed for Ginzburg—Landau, see [Ser01, AJ03, Aft06, BJOS13, TT90] and references
therein.

Type-II superconductors are known to exhibit several phase transitions as a function of the
intensity of the applied field. The one we focus on is the onset of vortex-lines. Mathemati-
cally, these are zeroes of the complex-valued order parameter function u around which v has a
nontrivial winding number or degree (the rotation number of its phase). More precisely, it is
established that there exists a first critical field H., of order |logel, such that if the intensity
of the applied field hey is below H,., then the material is superconducting and |u| is roughly
constant equal to 1, while when the intensity exceeds H,,, vortex filaments appear in the sam-
ple. The order parameter u vanishes at the core of each vortex tube and has a nonzero winding
number around it. Rigorously, this was first derived by Alama—Bronsard—Montero [ABMO06]
in the setting of a ball. Baldo—Jerrard-Orlandi-Soner [BJOS12,BJOS13] derived a mean-field
model for many vortices and the main order of the first critical field in the general case, and
[Rom19a] gave a more precise expansion of H., in the general case, and moreover proved that
global minimizers have no vortices below H.,, while they do above this value. One may also
point out the paper [JMS04] that constructs locally minimizing solutions with vortices.

In these papers, the occurrence of the first vortex line(s) and its precise location in the sample
is connected to what we named an isofluz problem, which we studied for its own sake in [RSS23]
and which is described below. Moreover, we showed in that paper that if the intensity of the
magnetic field hex does not exceed H., by more than K log|loge|, then the vorticity remains
bounded independently of ¢, i.e. informally the total length of the curves remains bounded, and
we expect only a finite number of curves. From there, it is however quite difficult to extract
the optimal number of curves or the individual curve behavior. In particular the coercivity of
the energy with respect to the curve locations is quite delicate to identify, as we will see.

On the other hand, as mentioned above, the two-dimensional version of the gauged Ginzburg—
Landau model, in which vortices are essentially points instead of lines, was studied in details
in the mathematics literature. In particular, in [Ser99a, Ser99c, SS00, SS03] (see [SS07] for
a recap) the first critical field was precisely computed, and it was shown that under some
nondegeneracy condition the vortices appear one by one near a distinguished point p of the
bounded domain, as the magnetic field is increased: at H,., one vortex appears, then when the
external field is increased by an order log | log | a second vortex appears, then when the external
field is increased by an additional order log |loge| a third vortex appears, etc. Moreover, the
vortices were shown to minimize, in the limit ¢ — 0 and after a suitable rescaling around p,

an effective “renormalized” interaction energy (thus called by analogy with the renormalized
energy W of [BBH94]) of the form

N

— Zlog |z, — x| + NZQ(@-),
i#j i=1

where () is a positive quadratic function, which results from the logarithmic vortex repulsion

and the magnetic confinement effect, see in particular [SS07, Chapter 9]. Specific mathematical
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techniques for analyzing vortices in the two-dimensional model had been first developed for the
simplified model without magnetic field, which is obtained by setting A =0 and H = 0 in the
two-dimensional version of (1.2), in particular in [BBH94,San98, Jer99,JS02] and then extended
to the situation with gauge in [BR95, Ser99a, Ser99c¢, SS00, SS03].

As alluded to above, vortices in the context of the same simplified model without magnetic
field but in three dimensions were also analyzed in the mathematical literature in [Riv95, LR99,
LRO1,San01,BBO01]. These works demonstrated that, in the absence of magnetic field effects,
vortex lines I' carry a leading order energy proportional to their length, 7|I'|| log €|, while their
interaction effect is a lower order effect (of order 1). Thus, in order to minimize the energy,
vortices (which in that setting only occur because of an imposed Dirichlet boundary condition)
should be straight lines, and their interaction becomes a negligible effect in the ¢ — 0 limit.
It was thus not clear whether magnetic effects could suffice to curve the vortices. A formal
derivation was attempted in [ARO1] in the context of Bose-Einstein condensates, proposing an
effective energy where length effects and interaction effects compete.

More recently, in [CJ17], the authors found a setting where the length and the interaction
compete at next order: they study the same simplified Ginzburg-Landau model without gauge
in a cylindrical domain, choose the Dirichlet boundary condition to have a degree N vortex at
one point (say the North pole) of the boundary and a degree —N at another point (say the
South pole). The energy minimizers must then have N vortex filaments which connect the two
poles, moreover to minimize the leading order energy these should all be nearly parallel and
close to vertical straight lines. Since the vortices repel each other logarithmically, these lines
curve a little bit when leaving the poles, in order to separate by an optimal distance shown to
be 1/4/|loge|. When rescaling horizontally at that lengthscale, one sees well separated vortex
lines with competition between the linearization of the length and the logarithmic interaction.
The authors are able to extract an effective limiting energy

(1.4) / Z lul(2)]* — Zlog lui(2) — u;(2)|dz,

i)
where z : (0,L) — (u;(z), z) represent the rescaled curves. The critical points of this energy
happen to solve a “Toda lattice” ODE system. In [DDPMR22|, solutions of the Ginzburg—
Landau equations (without gauge) and with vortex helices which are critical points of (1.4)
were constructed.

This setting is however, a little bit artificial due to this particular boundary condition. In
addition, in all the problems without magnetic gauge, the number of vortex lines ends up auto-
matically bounded as a result of enforcing a Dirichlet boundary condition with finite vorticity.
This significantly simplifies the analysis, and as in the two-dimensional case, we need to deal
with a more realistic situation where the number of vortices may a priori be unbounded, for
this we rely on [RSS23], itself relying on [Rom19b].

What we do here is derive the first interaction energy where length, interaction and magnetic
effects compete, in the setting of the full physical model with gauge. In addition, we do not
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restrict to geometries where the filaments are almost straight. We consider general geometries
and magnetic fields that can lead to the optimal location of the first vortex as hey passes H,,
— the solution to the isoflux problem — to be a curved line, called I'y. The next vortices ob-
tained by increasing slightly h., will be nearly parallel to I'y, hence to each other, leading to
a curved version of the situation of [CJ17]. However, we have to work in coordinates aligned
with I'g, which turns out to be equivalent to studying Ginzburg-Landau functionals on a man-
ifold. In addition, technical difficulties will arise near the boundary, at the endpoints of the
vortex filaments, where these may diverge away from 'y to meet the boundary orthogonally,
in contrast with the almost parallel setup of [CJ17] where all the curves meet at their (fixed)
endpoints. The problem thus combines all the possible technical difficulties of vortex analysis
in three dimensions, in particular, dealing with a priori unbounded numbers of vortices, dealing
with estimates on manifolds, and dealing with nonflat boundaries. We will make intensive use
of the toolbox assembled in [Rom19b] for energy bounds in three dimensions, as well as vari-
ous methods for obtaining two-dimensional estimates [SS07, AB98], to which we are eventually
able to reduce modulo appropriate slicing. We also provide a completely new upper bound
construction, based on the Biot-Savart law, approximating the optimal Ginzburg—Landau en-
ergy for configurations with vorticity carried by prescribed curves. This is the first upper
bound construction applicable to general curves, to be compared with prior constructions in
[ABO05,MSZ04,CJ17] which all involve almost straight vortex lines.

We will give further detail on the proof techniques after the statement of the main theorem.

Before stating the main theorem, we need to introduce various notions and notation.

1.2. Energy splitting. The Ginzburg-Landau model admits a unique state, modulo gauge
transformations, that we will call “Meissner state” in reference to the Meissner effect in physics,
i.e. the complete repulsion of the magnetic field by the superconductor when the superconduct-
ing density saturates at |u| = 1 with no vortices. It is obtained by minimizing G L.(u, A) under
the constraint |u| = 1, so that in particular it is independent of €. In the gauge where div A = 0,
this state is of the form
("% hex Ap),

where ¢y, Ay depend only on Q and Hj ., and was first identified in [Rom19a]. It is not a true
critical point of (1.1) (or true solution of the associated Euler-Lagrange equations (1.3), but is

a good approximation of one as ¢ — 0. The energy of this state is easily seen to be proportional
to h?

ex?

we write ‘
G L. (€% ho Ag) =: b2 Jo.
Closely related is a magnetic field By constructed in [Rom19a], whose definition will be recalled

later.
The superconducting current of a pair (u, A) € H'(2,C) x H'(Q, R?) is defined as the 1-form

3
Jlu, A) = (tu,dsu) = Z(zu, Opu — i Agu)dxy,

k=1
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and the gauge-invariant vorticity pu(u, A) of a configuration (u, A) as
o, A) = dj(u, A) + dA.

Thus p(u, A) is an exact 2-form in Q. It can also be seen as a 1-dimensional current, which is
defined through its action on 1-forms by the relation

(s, A)(9) = / (s, A) A &,

The vector field corresponding to u(u, A) (i.e. the J(u, A) such that u(u, A)Ap = ¢(J(u, A))dV
where dV is the Euclidean volume form, is at the same time a gauge-invariant analogue of
twice the Jacobian determinant, see for instance [JS02], and a three-dimensional analogue of
the gauge-invariant vorticity of [SS07].

The vorticity p(u, A) is concentrated in the vortices and, in the limit ¢ — 0, it is exactly
supported on the limit vortex lines.

We now recall the algebraic splitting of the Ginzburg-Landau energy from [Rom19al, which
allows to follow the roadmap of [SS07] in three dimensions: for any (u, A), letting u = e~ <%0y
and A = A — he Ap, we have

GL.(u,A) = h2 Jy+ F.(u, A) — hex/ p(u, A) A By + o(1),
Q

This formula allows, up to a small error, to exactly separate the energy of the Meissner
state h2.Jo, the positive free energy cost F. and the magnetic gain —hex [ p(u, A) A By which
corresponds to the value of the magnetic flux of By through the vortex or rather the loop
formed by the vortex line on the one hand, and any curve lying on 02 that allows to close it,
see Figure 1.

Boundary closure

1
Vortex filament //

FIGURE 1. Vortex filament with boundary closure.
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The first critical field is reached when competitors with vortices have an energy strictly less
than that of the Meissner state, h2 Jy, that is when the magnetic gain beats the free energy
cost. Approximating the energy cost of a curve I' by 7|T'||loge| leads to the following isoflux
problem.

1.3. The isoflux problem and nondegeneracy assumption. The isoflux problem charac-
terizes the curves that maximize the magnetic flux for a given length (hence the name isoflux,
by analogy with isoperimetric), providing the critical value of hey.

Given a domain Q C R?, we let N be the space of normal 1-currents supported in 2, with
boundary supported on 0€2. We always denote by |-| the mass of a current. Recall that normal
currents are currents with finite mass whose boundaries have finite mass as well.

We also let X denote the class of currents in N which are simple oriented Lipschitz curves.
An element of X must either be a loop contained in Q or have its two endpoints on 5.

Given o € (0,1], we let C>?(2) denote the space of vector fields B € C%?() such that
B x 7 =0 on 02, where hereafter v is the outer unit normal to 0€2. The symbol * will denote
its dual space. Such a B may also be interpreted as 2-form, we will not distinguish the two in
our notation.

For any vector field B € C’%l(Q,R:”) and any I' € N, we denote by (B,T') the value of T’
applied to B, which corresponds to the circulation of the vector field B on I when I' is a curve.

We also let

(1.5) Il = sup (B,

11101 5,1

be the dual norm to the norm in C'(Q, R?).

Definition 1.1 (Isoflux problem). The isofluz problem relative to Q2 and a vector field By €
CPH(Q,R?), is the question of mazimizing over N the ratio
(Bo, ')

Iy

In [RSS23, Theorem 1], we proved that the maximum is achieved, and under the additional
condition

(1.6) R(D) :=

sup R < supR,
N

Cloops
where Cioops denotes the space of closed oriented Lipschitz curves (that is, loops) supported in
Q, then the supremum of the ratio R over N is attained by an element of X which is not a
loop, and hence has two endpoints in 02. We will denote it I'y.
A vortex line is thus seen to be favorable if and only if he, > H, 31 where

log €]
1. g0 = Llogel
( 7) c1 2R0 ?
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and
(1.8) Ry :=sup R(I") = R(T'y).

rex
We refer the interested reader to the recent article [DVR25], in which a weighted variation of
the isoflux problem is derived within the framework of a pinned version of the 3D magnetic
Ginzburg-Landau model.

To go further, we need to define tube coordinates around the optimal curve I'g, assumed to
be smooth and meeting the boundary of 2 orthogonally at its two endpoints.

These coordinates, whose existence we prove in Proposition 2.2, are defined in a J-tube
around I'g. In this system of coordinates, I'g(z) is mapped to (0,0, z) and, if we denote by g;;
the coefficients of the Euclidean metric in these coordinates, then we have g5 = g23 = 0 and
933(0,0,2) =1 for z € [0, L], where, throughout the article, Ly denotes the length of T',.

We will denote by 4 = (x,y) the two first coordinates and by z the third coordinate.

Then ¢(, z) will denote the Euclidean metric in these coordinates, and we define ¢g°* to be
the metric along the z-axis, that is, ¢(0,0, z).

Definition 1.2 (Strong nondegeneracy). We say that T'y is a nondegenerate maximizer for the
ratio R if it mazimizes R and if the quadratic form

d2
Q(u) := T o R(T4)

with Ty(2) := To(2) + tu(z2), is positive definite over the Sobolev space H'((0, Ly), R?). We then
let
ag = sup Q).
geH!
llll 1 <1

An explicit expression of ) in terms of By, [y and €2 is given in Lemma 3.2. We will show
in Section 3.4 that this strong nondegeneracy condition holds at least for small enough balls.

We may then define the renormalized energy of a family of curves I'f(z) = 'g(z) + @} (z), for
1<i< N, by

N Lo

19 W TR = oV Y Q) 7 [ S logli(2) — ()
i=1 0 %4

g+ denotes the norm as measured in the ¢g* metric.

where | -

1.4. Main theorem. The next theorem shows that there exists a sequence of transitions at
values of h., that we now define.

Definition 1.3. Given an integer N > 1, we define the N-th critical value by

1 | log ¢|
Hy =—1(]1 N—-1)1 k
NS 3R (I ogel+ ( Jlog D=+ N)7
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where

1 N2?2—-3N+2 N-1 1 ) )
ky = (N—1)log N+ 5 log N —|—7TLO<mlnWN—manN_1+7L0+(2N—1)CQ),
Cq is a constant depending only on Q and Hpe and defined in (2.8), and v is a universal

constant first introduced in [BBH94].

In particular H; will coincide (up to o(1)) with H.,, defined as the first critical field above
which the energy of a configuration with a vortex line becomes strictly smaller than that of the
Meissner state. Then Hs is the critical field above which the energy of a configuration with two
vortex lines becomes strictly smaller than that with one, etc.

The main theorem shows these transitions, and proves that Wy is the effective interaction
energy of the (finite number of) vortex curves.

Theorem 1.1. Assume that the smooth simple curve I'g is a unique nondegenerate maximizer
(in the sense of Definition 1.2) of the ratio R. There exists c. — 0 as € — 0 such that the
following holds. Assume that

hex € (Hy — ¢y, Hy + ¢2)
with N > 1 independent of €.

Let (u, A) be a minimizer (depending on €) of GL. in HY(Q,C) X [Aex + Heun] and (u, A) =
(e thexPou A — he Ag) as above. Then for any sequence {e} tending to 0, there exists a subse-
quence such that, for € small enough (depending on N ), letting i be the pull-back of p(u, A)
under the horizontal rescaling map defined in the tube coordinates described above by

| N | N
(x7y7z) = ( h_exx’ h_exi%Z) 3

=0,

then

where T3 (z) = To(2) + @ (2) are H' graphs that minimize Wy (T, ..., T'y) as defined in (1.9).
Moreover, as € — 0, defining K to be such that

(1.10) hex = H) + K log |loge|,
we have
(1.11) GL.(u,A) =R J, + gLON(N — 1) log hex — 27K Ro LoN log | log ¢|
- gLON(N — 1) log N + min Wy + yNLo + N2Cq + o(1),

where Cq is the constant defined in (2.8) and v is the universal constant of [BBH94].
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Remark 1.1. We really show in the course of the proof that for hex as in (1.10), the functional
GL. — (hngo + gLON(N 1) 1og hex — 27K Ro LoN log | log 2|

- %LON(N —1)log N +NLy + N2CQ)

I'-converges to Wiy

This theorem shows a sequence of phase transitions for intensities of the applied magnetic
field equal to Hy, H,, etc, at which vortex lines appear one by one, near the optimal curve Iy,
and at a distance to Iy of order |log 5\71/ 2. In particular, it shows the first expansion up to
o(1) of the value of the first critical field:

He = o= (|loge| + 2222 ) 4 o.(1),
' 2Ry (| oge| Lo 0:(1)

refining that of [Rom19a].

The theorem also provides an asymptotic expansion up to order o(1) of the minimal energy
in the regime hey < H., + O(log|logel), identifying the coefficients in factor of the leading
order term in hZ_, then the subleading order terms in log |log¢|, and finally the sub-subleading

order terms of order 1, which really contains the most detailed and interesting information

about the vortices, showing that the curves congregate near I'y and that one needs to zoom

h;;‘ near I'y to see well separated curves, which converge to a

in “horizontally” by a factor
minimizer of Wy in the limit. This is all consistent with the two-dimensional picture obtained
in [Ser99a,SS03,SS07]. One may in particular compare the formulas to those in [SS07, Chapter
12]. To our knowledge, no result and description so precise can be found in the physics literature.

As a result, if I'y is straight, which is the case for instance in a rotationally symmetric
geometry with a rotationally symmetric Hy ., then the vortex curves will be nearly parallel,
however they will curve at next-to-leading order, especially as they get closer to the boundary
at their endpoints, where they will tend to separate in order to meet the boundary orthogonally
to minimize length — in contrast with the setting of [CJ17] where the curves meet at the poles;
see Figure 2. This can be compared to simulations done in rotating Bose-Einstein condensates
(where the geometry is naturally rotationally symmetric), in particular the so-called “S-shaped
states” and “U-shaped states”, see [AJ03, ARO1], physics papers [RASV*01, RBD02, Bra02],
and numerics [ADO3].

If the domain and the applied field are such that I'g is curved, then all vortex lines will
also be curved, again with next-to-leading order deviations from I'y which can in principle be
estimated via Wy.

1.5. Proof approach. As usual with ['-convergence, the proof is based on establishing a gen-
eral lower bound for the energy, and a matching upper bound obtained via a construction.
The main difficulty in proving the lower bound is that in order to extract the interaction
energy, which is a (next-to) next-to-leading order contribution, the energy needs to be es-
timated up to a o(1) error as ¢ — 0, while the leading order is |loge|. In contrast, all
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FIGURE 2. 2D and 3D views of 4 vortex lines.

the prior three-dimensional studies of vortex filaments in Ginzburg-Landau energies, that is
[Riv95,L.LR99, LRO1,San01, BBO01], had an error or a precision of o(|logel), with the exception
of [CJ17] in the very special setup described above. To estimate the energetic cost F; of vortex
lines, we crucially rely on the approach of [Rom19b] which is the only one with the advantage
of being e-quantitative and robust in the number of curves, i.e. allowing it to possibly blow
up when ¢ — 0. It proceeds by approximating the vorticity measure p(ue, Ac) by 27 times
a polyhedral 1-dimensional integer-multiplicity current (in other words, a piecewise straight
line), and bounding the energy F. from below by the mass of the current (in other words, the
length of the polyhedral curve) times |loge|. That approach still involves an error at least
O(log | logel), which at first seems to forbid any hope of a o(1) error only.

On the other hand, one may obtain quite precise lower bounds by slicing perpendicularly to
I'y and using two-dimensional techniques. However, integrating out the energy over slices misses
a part of the energy: the length part in the directions parallel to the slices, corresponding to
the energy term % J10,ul? in F., where z is the coordinate along I'g. To recover this energy, we
use the following trick, which is similar in spirit to [CJ17] but whose implementation somewhat
differs, which allows to combine the two ways of obtaining lower bounds: we define (roughly)
F as the part of the energy that contains only derivatives of u tangential to the slices, F. as the
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energy obtained after a applying a blow-up around Iy of a factor 1/¢ > 1 in the “horizontal”
direction perpendicular to I'y and no blow-up in the z-direction parallel to I'y. The lengthscale
¢ is a chosen small enough so that the vortex lines essentially (up to small excursions) remain
in an /-neighborhood of I'y. A change of variables allows to write that

F.>(1—@)Ft 4 *E.

The part F. contains the missing J10,ul* component. It can be bounded below by using
the three-dimensional lower bounds of [Rom19b], which yields O(log |log¢|) errors. The crucial
point is that, once multiplied by £ which is small, these errors become o(1).

The part F* is bounded below by slicing along (curved) slices perpendicular to Ty, and
integrating up two-dimensional lower bounds obtained by the ball construction method of
[SS07]. These lower bounds are expressed in terms of two-dimensional effective vortices (the
points which are the centers of the final balls), which a priori may in some slices be quite
different from the trace along the slice of the polyhedral approximation — so a difficulty in the
whole proof is to reconcile the various vorticity approximations. Another difficulty is that we
have to use slices that are adapted to the boundary, as one approaches the endpoints of I'y,
and we may lose information there. In contrast to the three-dimensional bounds a la [Rom19b],
these bounds already contain some part of the vortex interaction (i.e. the repulsion effect). This
way all the leading and subleading energy is recovered.

When combining with the energy upper bound obtained by our new precise construction,
and performing a quadratic expansion of the magnetic term in the energy, we find a posteriori
that the curves must be confined very near 'y, at distance of order 1/v/he, or 1/4/|logel. It is
only at this stage, when combining all the components to the energy, that compactness for the
curves (which is a subsubleading order effect as well) can be retrieved, yielding the existence
of limiting curves after blow-up.

At this stage, one may finally use even more refined two-dimensional lower bounds a la
[BBH94] — more precisely we will do it by following [AB9S8, Ser99a] and [[J21] for the curved
aspects — which contain the exact logarithmic repulsion and can be made so precise to involve
only an o(1) error, provided the energy in each slice is bounded above by O(|loge|). This is
not known a priori but comes as a consequence of the analysis of [RSS23] which shows that,
for the regime of hey that we consider (hex < HY + O(log |logel)), the energy F. does remain
bounded by O(]loge|) and the vorticity remains bounded in length. Plugging into the prior
estimates yields the energy lower bound up to o(1), the optimal separation from I'y, and the
fact that the limiting curves must minimize Wy.

The energy upper bound is interesting in itself, it involves an explicit construction relying on
the Biot—Savart law, where again the difficulty lies in obtaining o(1) precision on the energy.

1.6. Plan of the paper. The paper starts in Section 2 with preliminaries on the splitting
formula, the construction of a superconducting current and gauge field from the Biot—Savart
law associated to a curve, energy lower bounds from [Rom19b] and needed results from [RSS23].
It then describes the tubes coordinates, the rewriting of the energy, and the horizontal rescaling.
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Section 3 gathers important preliminaries on the isoflux problem and its quadratic expansion.
It proves the nondegeneracy condition for graphs, then coercivity, then the fact that strong
nondegeneracy implies weak nondegeneracy. The section concludes by showing that the strong
nondegeneracy condition holds at least for small enough balls.

In Section 4, we prove two types of energy lower bounds by horizontal slicing: one by vortex
balls construction, and a more precise one, recovering the constant order term, under a very
strong upper bound assumption, by applying two-dimensional lower bound techniques a la
[BBH94, AB98, Ser99a].

Section 5 is the core of the proof, it assembles the prior elements to prove the main lower
bound. Finally, Section 6 is devoted to the upper bound construction.
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and kind hospitality during the completion of part of this work. S. S. was supported by
NSF grant DMS-2000205, DMS-2247846, and by the Simons Foundation through the Simons
Investigator program. This work was also supported by a Labex Bezout funded invitation to
Université Paris-Est Créteil of the third author.

2. PRELIMINARIES

2.1. Vector fields, forms, currents and notation. We introduce certain concepts and no-
tation from the theory of currents and differential forms. In Euclidean spaces, vector fields can
be identified with 1-forms. In particular, a vector field F' = (F}, F,, F3) can be identified with
the 1-form Fidx, + Fodxy + Fzdrs. We use the same notation for both the vector field and the
1-form.

Given a € (0,1], we let C%*(Q) denote the space of vector fields B € C%*(Q) such that
B x v = 0 on 02, where hereafter v is the outer unit normal to 0€). Such a B may also be
interpreted as 2-form, we will not distinguish the two in our notation.

It is worth recalling that the boundary of a 1-current 7' relative to a set © is a O-current
JOT, and that 0T = 0 relative to © if T'(d¢) = 0 for all 0-forms ¢ with compact support in ©.
In particular, an integration by parts shows that the 1-dimensional current p(u, A) has zero
boundary relative to €2.

We let D*(©) be the space of smooth k-forms with compact support in ©. For a k-current
T in ©, we define its mass by

TI(6) = sup {T(6) | 6 € D(©), [[9] 1= < 1}
and by

(2.1) |7l 7@ := sup {T(¢) | 6 € D"(©), max{||¢r=, [dor=~} < 1}

its flat norm.

Remark 2.1. For O-currents, the flat and (C’g’l)* norms coincide, whereas for k-currents the
former is stronger than the latter.
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It is not completely obvious from the definitions (1.5) and (2.1) that [|T'||. < C||T'f|#@q),
since |||« involves testing with vector fields that are not necessarily compactly supported in €.
Nevertheless it is true if |T'| is assumed to be bounded, because if || X ||, ||VX||re < 1, then
we may consider X, (-) = (1 — ndist(-,00Q)), X (+), and we have (X,,,T) = (X,T') as n — +o0
while || curl X ||z~ remains bounded independently of n if X is normal to 0S2.

2.2. Reference magnetic field and splitting formula. We may now recall the definition of
the magnetic field By that we will work with, constructed in [Rom19a]. It appears in the Hodge
decomposition of Ay in 2, where (<%0 h., Ag) is the Meissner state, as Ag = curl By + Vo,
supplemented with the conditions div By = 0, and By x ¥ = 0 on 0f). Moreover, it is such that

/(—ABO —|— BO - HO,ex) . A — 0,
Q

for any divergence-free A € C§°(2,R?). Also, we recall that ¢y is supplemented with the
conditions [, ¢o = 0 and Vg - 7 = Ay - 7/ on 9.
We now recall the precise algebraic splitting of the Ginzburg—Landau energy from [Rom19a].

Proposition A. For any sufficiently integrable (u, A), letting u = e~"e=%u and A = A—he Ay,
where (ethex?0 h. Ay) is the approzimate Meissner state, we have

(2.2) GL.(u,A) = h2 Jy+ F.(u, A) — hex/ p(u, A) A By + ro,
Q

where F.(u, A) is as in (1.2) and
2

h
ro = ﬁ/(|u\2 — 1)| curl By|*.
2 Jg
In particular, |ro] < Ceh2 F.(|u|,0)z.
2.3. Biot-Savart vector fields and a new constant.

Definition 2.1. The Biot-Savart vector field associated to a smooth simple closed curve in R3
18
L [T —p
(2.3) Xr(p) = = /— x T(t) dt.
2 J, IT(t) = pl?
It is divergence free, satisfies curl Xp = 27T, and belongs to LY. . for any 1 < p < 2.
Moreover, denoting pr the nearest point to p on I', and U a bounded neighborhood of I' on

which this projection is well defined, the difference
Pr—p /
2.4 X ————xT
( ) F(p) |pF I p|2 (pF)
is in LA(U), for any q > 1.

The approximation (2.4) is classical (see for instance [AKOO07]) and may be derived from
(2.3). The difference is in fact O(log|p — pr|).
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In the next proposition, to any nice curve I', we associate via Xr a current and magnetic
gauge pair. This will be in particular useful for the upper bound construction.

Proposition 2.1. Assume Q C R? is a smooth and bounded domain. Assume I' is a smooth
simple closed curve in R3 which intersects 00 transversally.

Then there exists a unique divergence free jr : Q — R3, belonging to LP for any p < 2, and a
unique divergence free Ap € H'(R3 R3) such that, curl(jr+ Ar) = 27T in Q, such that v-jr =0
on 092, and such that the following equation is satisfied in the sense of distributions in R3:

AAr + jrlg = 0.
In particular, jr and Ar only depend on I' N ). It also holds that Ar € I/V1 (]R?’ R3) and that

jr — Xp € WH4(Q), for any q < 4.
Moreover, there exists 1 < p < 2 such that if T' and I'" are two curves as above then,

(2.5) 3 |VAr — VAp|? +/ ljr — Xr — (jr — Xp)|?
R Q

< C(n(T) +n(T) (IXr = Xrv |l ooy + 1 X0 — Xrvl|zr () »
where

n(l') = ||XF||LP o) * 1 Xrllr @)
Proof. Assume T is as above. For (f, A) € H(Q) x H'(R3 R?) let

5 [vareg [or-ape [ pxew- [ xea

When minimizing I (recall that Xr is divergence-free), we have the freedom of adding a con-
stant to f hence we may assume that f has zero average over ). Then, we use the embeddings

H2(09) < L* and H'(R?) — LF to find

[ 17001 < Ol | e, | [ X 4] < Ol 3 IV Al

It is not difficult then to check that the infimum of I, which is nonpositive, is achieved by
some couple (fr, Ar). Moreover, still assuming fr to have zero average over €2, we have

20 [ VAP [ Ve A [ VR <0 (1l + 1605 )
We let
Jr = Xr+ V/fr— Ar.
The Euler-Lagrange equations for I can then be written as
AAr + jrlg =0 in R?
(2.7) div(jrlg) =0 in R
curl(jr + Ar) = 27l in Q.
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From (2.6) and the definition of jr we deduce a bound for |[jr[| 5, which in turn implies using

3
the equation for Ar that Ar € I/Vlic"’ and that

lArlye 30 < C (1Kl o + 10030, ) -
Taking the divergence of the first equation in (2.7), we also find that Ar is divergence-free in
R3.
Moreover, the function fr is harmonic, and its normal derivative on 0f2 is (Xt — Ar) - v,
which belongs to LP(9) for any p < 2. Since L2(992) embeds into W~24(9Q), we deduce that

fr € W(Q) for any ¢ < 4 (see for instance [Liel3]). Together with the fact that A € VVbc ,
this implies that jr — Xt belongs to W14(Q) for any ¢ < 4. We also deduce along these lines
the estimate that for some p < 2

[ frllzs a0y < Cl| Xl Lro0)-

To check uniqueness, assume both (7, A) and (j', A") satisfy (2.7) and let B = A — A’ and
k= j—j. Then curl(k + B) = 0 in 2 hence there exists g such that k + B = Vg. From the
equation —AB = klq integrated against B we find that

”B”%Q(R?’) = (k, B>L2(Q)-

Since divk = 0 and k- v = 0 on 99, it holds that Vg and k are orthogonal in L?*(€2). Thus we
have
(k, B)r2() = (k, Vg = k) 120) = —[[kl| 720
It follows that B and k are equal to 0.
To prove the last assertion of the proposition, assume that (j, A) = (jr, Ar) and that (j', A’) =
(jp/, AF/). Then D(Ip)(f}A)(f - f/, A— A/) =0 and D(Ip/)(f/,A/)(f - f/, A— A/) = 0. Taking the
difference of the two identities we find that

[avta-aps [19G-5)-(a=a0F = [ (=710 Xe)w= [ (Xe-Xe)- (4= 2).

R3 Q o9 Q

Then we use the estimates for HAFHWQ%(Q) and || fr||z3a0) to find that (2.5) holds, noting that

j— Xr=V/f— A and similarly for j/ — Xp. 0J
We may now define the constant Cg which appears in the expansion of the energy of minimiz-

ers of the Ginzburg-Landau energy. It is the equivalent of the renormalized energy of [BBH94|
for the optimal curve I'.

Definition 2.2. Assume €0 is a smooth bounded domain such that the mazximum of the ratio
1s achieved at a smooth simple curve I'y which can be extended to a smooth simple closed
curve in R3, still denoted Ty. We set Aq = Ar, and jo = jr, where (Ar,,jr,) are given in
Proposition 2.1. We define

1 1
(2.8) Cq = —/ | curl Ag|? + lim —/ ljal? + TLologp | ,
2 Jre =0\ 2 ST, )
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where T,(I'y) denotes the tube of radius p around Iy, intersected with ).
2.4. e-level lower bounds. We next recall the e-level estimates provided in [Rom19b, RSS23].

Theorem A. For any m,n, M > 0 there exist C,eqg > 0 depending only on m,n, M, and

09, such that, for any € < eg, if (us, A.) € HY(Q,C) x HY(Q,R3) is a configuration such that

F.(u., A.) < M|loge|™ then there exists a polyhedral 1-dimensional current v. and a measurable

set S,. such that

(1) v./2m is integer multiplicity.

(2) Ov. = 0 relative to Q,

(3) supp(r.) € S,. € Q with |S,.| < C|loge|™, where | - | denotes the measure of the set and
a(m,n) := 3(m +n),

@)

C

~ [loge[*’

1 1 1
2 212
/Sys |V 4 u:|” + 252(1 — Juc|®)® > |ve|(Q) (logg — C'loglog g>

(5) for any o € (0,1] there exists a constant C, depending only on o and OS2, such that
Fe(usa AE) +1 .

Y

[[pe(ue, Ac) — Va”c%"(g)* <Cs log e[

(6) and for any a € (0,1),
Fo(us, A) + 1
| log e[

)

| (ue, Ac) — I/5||]:(Q€) <C

where the flat norm was defined in (2.1) and
Q. = {z € Q| dist(z,09) > |loge| @V}

2.4.1. Bounded vorticity. We recall that X denotes the class of oriented Lipschitz curves, seen as
1-current with multiplicity 1, which do not self intersect and which are either a loop contained
in Q or have two different endpoints on 9. We also recall that N be the space of normal
1-currents supported in €, with boundary supported on 9.

Condition 2.1 (Weak Nondegeneracy condition). There exists a unique curve L'y in X such
that

By, T
R(Ty) = sup (Bo, >
reN |F|
Moreover, there exists constants co, P > 0 depending on 2 and By such that
(2.9) R(Ty) — R(I') > Comin (||T — Tp||7, 1)

for every I' € X.

We will see in Section 3.3 that the strong nondegeneracy condition of Definition 1.2 implies
this one. We now state a result adapted from [RSS23] that, under this weak nondegeneracy
condition, locates the vortices of almost minimizers near I'y.
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Theorem B. Assume that Condition 2.1 holds. Then, for any K > 0 and o € (0,1), there

exists positive constants g, C' > 0 depending on ), By, K, and «, such that the following holds.
For any € < &g and any hexy < HY + Klog |logel, if (u, A) is a configuration in H'(Q2, C) x

[Aex + Hewnt] such that GL.(u, A) < h2_Jy, then, letting (u, A) = (e"=<%0u, A — h Ag), there

exists “good” Lipschitz curves I't,...,I'n, € X and T € N such that Ny < C and

(1) for 1 <i < Ny, we have

log | log €|
R(T,) — R(T;) < C—28108¢1.
(0) ( )— ‘10g5|

(2) for 1 <i < Ny, we have

log |1 7 log |1
IT; — Tyl < C —Og|0gf’ and [Ty — Lo| < C —Og’ogf| ;
|log €| | logel

o=

(3) T is a sum in the sense of currents of curves in X such that

7 < ¢l
|loge]
(4) we have
No N
u(u,A)—27rZFi—27rl—‘ < C|loge| ™
=1 (@)
and Ny .
[L(U,A)—Q’]TZFZ-—QWF < Clloge| ™2,
i=1 F(02)
where

Q. .= {z € Q| dist(z,09Q) > |loge|*}.

Remark 2.2. In [RSS23, Theorem 3] we did not state the vorticity estimate for the flat norm
above. However, it appears from the proof that

No
Ve = ZFZ + f
i=1

and that the vorticity estimate stated in [RSS23, Theorem 3] directly follows from applying
Theorem A. A straightforward use of this theorem then also yields the vorticity estimate for the
flat norm stated above.

2.5. Tube coordinates, energy rewriting and horizontal rescaling.
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2.5.1. Tube coordinates.

Proposition 2.2. Assume Ty : [0, Ly] — € is a smooth curve parametrized by arclength with
endpoints p = I'o(0) and ¢ = T'¢(Lo) on 02 and meeting the boundary orthogonally. Then there
exists 6 > 0 and coordinates defined in Ts N Q, where Ty is the tube of radius § around T'y (see
remark below), such that:

- In these coordinates, z — (0,0, 2) is an arclength parametrization of T'y.
- Denoting by g(x,y, z) the Euclidean metric in these coordinates, we have g3 = gag = 0
and, from the previous property, g33(0,0,2) =1 for z € [0, Lo].
- These coordinates map a neighborhood of p in OS2 into R? x {0} and a neighborhood of
q into R? x {Lg}.
We will denote by €5 the coordinate patch corresponding to Ts N, and by ® : €5 — TsNQ the
inverse of the coordinate chart.

Remark 2.3. To define Ts we first need to extend Iy a little bit outside ). Then the tube really
refers to this extended curve, so that Ty N Q indeed contains a neighborhood in OQ of each of
the endpoints of I'.

Remark 2.4. If Iy is a critical point of the ratio R, it is easy to check using the fact that
By x v =0 on 092 that Ty intersects OS) orthogonally.

Proof of the proposition. Let s — T'y(s) be a parametrization of Iy by arclength on the interval
0, Lo|. We define f(z) = s if x = T'y(s), let f = 0 in a neighborhood of p := I'y(0) in 92 and let
f = Lo in a neighborhood of ¢ := T'g(Lg) in 092. The function f may be extended smoothly in
a neighborhood W of I'y in © in such a way that the level sets of f meet I'y orthogonally and,
restricting the neighborhood if necessary, we may assume its gradient does not vanish there.

If > 0 is small enough, then ¥, = B(p,n) N 9N is included in W and diffeomorphic to the
disk D(0,7), and we let ¢, defined in D(0,7) be such a diffeomorphism. For (z,y,2) € € :=
D(0,n) x [0, Lo), we define ®(x,y, z) to be equal to v(z), where 7 is the integral curve of the
vector field V f/|V f|? originating at ¢(z,y), so that f(v(z))" = 1, and hence f(®(x,y,2)) = z.
In particular, z — (0,0, z) is a parametrization of I'y by arclength.

If n is chosen small enough, then ® is well-defined, injective and smooth, and its differential
is invertible. Moreover € N{z = 0} and ¢ N {z = Ly} are mapped to the boundary of €, since
f(®(z,y,2)) = 2. Therefore ® is a diffeomorphism from % to a neighborhood of Ty in Q.

We choose § > 0 small enough so that 75 N Q C ®(%). Then the coordinate system defined
by ® has all the desired properties. The fact that, if g denotes the pull-back of the Euclidean
metric by ®, we have g13 = go3 = 0 follows from the fact that ®(-,-, z) is mapped to {f = z},
hence 0,® and 9,® are orthogonal to V f, hence to 0,P. O

2.5.2. Energy in the new coordinates. Then we express the quantities of interest in the new
coordinates: ¢ is the metric, pull-back of the Euclidean metric by ®. Given a configuration
(u, A) in Q, the order parameter transforms as a scalar field and A as a 1-form. The field By
transforms as a one-form. Keeping the same notation for the quantities in the new coordinates,
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we may define the superconducting current j(u, A) = (iu,du — iAu) as in the original coordi-
nates, it is a 1-form, and the vorticity p(u, A) = dj(u, A) + dA, which is a two-form. The new
coordinates are defined in Us = T5 N ©, using the notation of the previous proposition, and we
let
€5 = 1 (Us).
We define

1
Falu, A, Uy) = = / e.(u, A),
2 Ju,
where .
e.(u, A) = (]VAu|2 + —(1 — u®? + |CU.1“1A|2> .
In the new coordinates, this becomes
1 1
F.(u,A,Us) = 5 |du — i Aul} + ( — [ul?)? + |dA[2 dvol,,
s
where vol, is the volume form relative to the metric g.
Given a k-form w, its norm relative to g is defined by the identity |w|3 dvoly, = w A *4w.

Alternatively, if e, eq, €3 is a g-orthonormal frame, ]w[f] =Y w(eq,...,e;,)? where the sum
runs over ordered k-tuples 1 <14 < --- <4 < 3.

2.5.3. Vertical and perpendicular parts of the energy. The energy in the new coordinates splits
as follows. We let g+ = g — g33 dz*. We have

[dA2 = [dAIZ + > (dA)is(dA)j397 g™

1<i,j<2

Note that, since (g;;)1<i j<2 is a positive definite matrix, then so is its inverse matrix and hence
the sum above is a nonnegative number.
Then we decompose

F.(u, A, Us) = F-(u, A) + FZ(u, A),

where, writing Y, for the intersection of %5 with the horizontal plane at height z,

Lo
Ft(u, A) ::/ / ex (u, A) dvol,. dz,
z2=0 2
FZ?(u, A) ::/ eZ(u, A) dvol,
Cs
and

1
(2.10) el (u, A) = <|du - zAu|2L + —(1 — Ju?)? + |dA]§L> V933,

(ggs‘azu - iAzu‘2 + Z <dA)i3(dA)j3gij933) :

1<i,5<2

eZ(u, A) =

€

N = DN



22 CARLOS ROMAN, ETIENNE SANDIER, AND SYLVIA SERFATY

2.5.4. Horizontal blow-up. We now perform the announced horizontal rescaling, at a scale ¢
which will be optimized later. Given ¢ > 0, we now consider in %5 the metric g defined by
Gij = (2g;; if 1 < 4,57 <2 and g; = gi; otherwise (recall that g13 = go3 = 0). The volume
element for g is dvol; = (~2dvol,. We let € = £/, and

~ 1 , 1
(2.11) F.(u,A) = 5 , |du — i Aul|} + 2—52(1 — [u]?)? + |dA]? dvol;.

We have
|du — iAul? = *|du — z‘Au\f]L + ¢**10u — iAul,
dA]Z = C1dA2 + ) (dA)is(dA) 397 g%,

1<i,5<2
so that, if £ <1, then

(2.12) (PF.(u, A) < CPF*(u, A) + FZ(u, A).
Therefore

(2.13) F.(u, A, Us) > (1 — () Ft(u, A) + (2 F.(u, A).

3. PRELIMINARIES ON THE RATIO FUNCTION

3.1. Non-degeneracy condition for graphs and piecewise graphs. Here we compute the
second derivative of the ratio I' — R(T") for I'’s that are graphs over I'y. In addition, we consider
a more general class of curves, which we call piecewise graphs over I'y, and which naturally
appear in our setting since, by Theorem B, the approximation of the vorticity is essentially
composed of a sum of Ny such objects. We provide a kind of nondegeneracy condition for the
ratio among piecewise graphs, and then establish a relation between the second derivative of
the ratio and this nondegeneracy condition.

Throughout this section, By is the Meissner magnetic field associated to the domain €2. It
is in particular true that the restriction of By to a plane tangent to the boundary of €2 is zero.
Without changing notation, we will work in the coordinates defined in Proposition 2.2 in a
neighborhood of T'g. In these coordinates, I'y is the interval [0, Lo] on the z-axis.

We have R(I") = (By,I') /|I'| where, in the new coordinates, given a curve I" in %j,

1= [Irds (1) = [ B
r
For a map f defined on %5, we denote by f7 the map

f;('x? y? Z) = f(()? 07 Z)'
The map f? may be seen either as a function of z, y, 2, or just of z. Recall from the introduction

that for the metric evaluated along the axis ¢(0, 0, ), the variable z is omitted from the notation,
and we write ¢* instead of g¢3.
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We use the notation @ = (z,y,0) and di = dxdy. For any curve or sum of curves I', we
define

(O)* = / L (dg) (@)

”—/.,?Lzu

where the linearization of the length is defined as

(3.1) Lz, 1) = i(d 933)2 (U, W) — g(dg:a?;) (@)*.

Remark 3.1. Note that

(3.2) (2, 1) < Olid]*.
Hereafter x is a smooth cutoff function on % taking values in [0, 1] such that

(3.3) x(-) =1ifdisty(-,I'g) <0/2, |Vx| <C/6, x(-)=0if dist,(-,Ty) > 30/4.
For any 2-form p = pyodx A dy + pos dy A dz + pzi dz A dz, we let

(3.4) 0 = [ [ am mdads = (glon).

We also define, for any curve or sum of curves I,

O = [ x vamd

The following lemma motivates the notation (I')*".

Lemma 3.1. Assume I' is a curve or sum of curves, and that
[l =27, <,
where || - ||« is defined in (1.5). Then

()™ —2m (1) < On.

Proof. We have
b= // XV 933tz dudz = / (X V933 dz) A p.
z Z €s

Since the restriction of x \/gs3 dz to 0%s vanishes, it belongs to C’%l(‘é;), and thus

/ (X,/gggdz)/\,u—Qﬁ/X\/gggdz < Ch.
Cs I
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Lo . @(Lo + h)

Z2

Z1

0 .

FIGURE 3. Piecewise graph: 2/(t) = 1 on [0, 23] and [z2 + h, Ly + h], Z/(t) = —1
on [2g, 29 + hJ.

We will need to expand up to second order the ratio of a curve which is more general than
a graph over I'y, what we call a piecewise graph. Such a piecewise graph is defined as a curve
I': [0, L] = %5, where I'(t) = I'g(2(t)) + u@(t), where z(t) : [0, L] — [0, Ly] is a sawtooth function
— i.e. its derivative is piecewise constant with values +1 — and (t) is horizontal for any
t € [0, L]. An example is shown in Figure 3.

Proposition 3.1. For any piecewise graph I' : [0, L] — 652, where I'(t) = T'o(2(t)) + u(t) with
2(0) =0 and z(L) = Ly, we have

(O = Lo+ (0 + (O + 0 (lldllEaqoy ) -

Proof. Since ||t||p~ < §/2, we have x(I'(¢)) = 1 for any t. Moreover, since ["'(t) = 2/(t)es+u'(t),
we have dz(I"(t)) = Z/(t). Thus

/FX @dz:/o 2 (1) gas (To(2(t)) + @(t)) dt.
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We Taylor expand to find that, for every t,
— o/ — 1 o/ - —
933 (To(z) + @) = 1 + (dgss)2(U) + §(d2933)z<u @) + O (la*)

where z = z(t). We deduce that

Vgss (To(2(t)) +a(t) =1+ %(dgs?));(?j) + (i(dQQ:ss);(’J: i) — é(dg?):s);(ﬁ)Q) +0 (aP).

Integrating with respect to ¢ yields, since x(I') = 1 and dz(I'") = 2/, that
aVDzﬂdmumL+@W+omw§y

To conclude, we note that since z(0) = 0 and z(L) = Lo, we have
/ o= [ =
O

Proposition 3.2. Assume I : [0, L] — %5, where T'(t) = To(2(t)) + u(t) with z(0) = 0 and
z2(L) = Lg. Then,

(Bo.T) = (Bo,To) + (Bo, T)" + (Bo, 1) + O ([t s + [l 1 12)

where

(B, T)* ::/0 2 (t)(dBo) % (i, e3) dt,

(Bo,T) = / 2(0) Lo (=(), (1), (O (1))t
(3.5) (1) = 5 (dBo)2(, ) + (0adBo)3 (i e3)).
Remark 3.2. Note that
(3.6) Lp(z,u,2u) < C (| + |al|d]) .

Proof. First note that, as currents, the curves t — T'g(t) and ¢ — T'g(z(t)) are equal since for
any smooth vector field X we have

| myete) - Xolem) dt = [ i) - X(o(s) ds

We consider the surface ¥ parametrized by (s,t) — To(2(¢)) + su(t), for s € (0,1) and

€ (0, L). Then the boundary of ¥, oriented by the 2-form ds A dt is equal to I' — T'y, plus two
horizontal segments on the top and bottom boundaries of 5. On these boundaries B, vanishes
for horizontal vectors therefore, from Stokes’s formula,

(3.7) A%_L%:Lw@
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We have -
/ dBy = / / (dBO)I‘O(z(t))+sﬁ(t) (ﬁ(t), Zl(t)83 + Sﬁ,(t)) dtds.

) 0o Jo
Then we expand

(dBo)ro(=(t)+sity = (dBo) %y + s(BaydBo)2py + O(|(t)[?),
to obtain, omitting the variable t for clarity,

(dBo)ry(z)+sa(, 2'e3 + sU') = (dBo)3 (1, 'e3)
+ 5(dBy)2 (@, @) + s(0zdBy) % (1, 'es) + O(|u]® + |&'||@]?),

and then

L 1 1
/ dBo = / ((dBo);(ﬁ, Z,eg) + 5((130);(6, ﬁ/) + 5(&7ng);(6, Z/eg)) dt
2 0
+O (| + [a|al*)) -
Then we replace in (3.7) to deduce that
(B, T) = (Bo, To) + (Bo, 1) + (Bo, T) + O(l[ ][5 + @ | 1 [[7]]7 )
O

Proposition 3.3. Assume the mazimum of I' — R(I") is achieved at I'y(2) = (0,0, z) (in tube
coordinates). Then for any z € (0, L) and for any horizontal vector @ we have

R(g()) (d933)2(ﬁ)-

In particular, for any piecewise graph I in €5 we have
<BU7 F>J_
R(To)

Proof. Consider a smooth variation of T’y written as I'y(z) = To(2) + ti(z), where u(z) is
horizontal for any z. We have I'}(z) = e3 + ti//(z) and

T4y = \/9ss(Tu(2) + 2 (=),

(3.8) (dBo): (U, e3) =

(3.9) (r)y* =

therefore .
i Ty (2)]g = §(d933)(0,0,z)(17(2))7

and
d 1 [to .
iy Te| = 3 /0 (dgs3)(0,0.2)(U(2)) dz.
To compute the derivative of (By, T';) with respect to ¢, we let ¥; be the surface parametrized
by (s,z) = (0,0, 2) + sti(z), for s € (0,t) and z € (0, Ly). Then the boundary of ¥, oriented
by the 2-form ds A dz is equal to I';y — Iy, plus two horizontal segments on the top and bottom
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boundaries of 5. On these boundaries By vanishes for horizontal vectors therefore, from Stoke’s

formula,
[ o[ 5= [ an,
I I'o ¢

t Lo
/ dBO = / / (dBO)FO(Z)JrS@(Z) (ﬁ(z), es + sﬁ'(z)) dz ds
hI 0 JO
Lo

and

_, / (dBo) 00 (ii(2), e3) d= + O (£]ii]%,)
0

If Iy is critical for the ratio, then

d d
Lo— By, T'y) = (By, T'y) — r
0dt|t:0< 0 t> < 0 0> dt|t:0| t|7

therefore
Lo

Lo/o O(dBo)(o,o,z)(ﬁ(Z%es)dZ :%<BO’FO>/0 (dg33) (0.0, (U(z)) dz.

Since this is true for any variation I'y(z) = I'o(2) + ti(z), we deduce (3.8), and (3.9) follows in
view of the definition of ()" and (B, T')™. O

The above computations imply the following.

Lemma 3.2. Assume the mazimum of I' — R(T") is achieved at T'o(z) = (0,0,2) and that
I is a graph over Ty included in €5 and parametrized as I'(z) = T'o(2) + u(z). We define
['y(2) =To(z) + tu(z). Then

d? 2R(Ty) (™1
Q1) = _@u:o R(Ty) = ( 0)/0 —|i' 20 + L(2,1(2), 7 (2)) dz,

Lo 2! 1ot
where ]
‘z E— — Z =\ g E—
(Z,U,U) L(Zuu) R(Fo) B(Z,U,U),

with Lp as in (3.5) and £y, as in (3.1).

Proof. Let f(t) = R(I'y). Then f(t) = g(t)/h(t), with g(t) = (Bo,I't) and h(t) = |I'¢|. Then,
since f'(0) = 0, we have

g"(0)h(0) — g(0)A"(0)

3.10 "(0) =
(310) 7(0) o
From Lemmas 3.1 and 3.2 we have
d? 2D | I
— r =2(T — By, T')) =2(By, TH".
dt2|t:0< 2 (" dlf2|1t:0< 0:Te) (Bo, I)
Moreover,

Lo t2 Lo
= 00 = [ fonlT + Pl Va0 d= =5 [ d=+ 00
0 0
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It follows that

d2 2D Fo !

11 N (L e A

(3.11) . (md = @) = [T
and then, in view of (3.10) and (3.11), that

10 =1 0 " sz, 1(2), @(2)) — R(T) (%Mﬂ@.%—éﬁ(z,ﬁ(ﬁ)) dz.

2
o 4z,

The above computation motivates Definition 1.2.

3.2. Coercivity. The quantity Q,(I") defined below contains the interesting terms in the lower
bound for GL.(u, A) which we can compute using the idea of horizontal blow-up introduced in
[CJ17]. Here ¢ represents the scale of the horizontal blow-up and tends to zero with ¢, and I’
represents the vortex filaments associated to (u, A). In this section we show that the quadratic
form () defined above is essentially the limit of ), as ¢ — 0.

Definition 3.1. Assume that I is a piecewise graph over I'y. For £ > 0, define

Q) = £ (D) = (0°) (1) = 1) = )

where |T|; is the length of T with respect to the metric § = gsadz® + (~2g*.

L]
%)

Lemma 3.3. If I is a piecewise graph in €5/, parametrized as I'(t) = To(2(t)) +u(t), t € [
with 2(0) = 0 and z(L) = Ly, and if the maximum of I' — R(T") is achieved at I'y(2) = (0,
then

(312) QuI) = /O e (o + 17 2 /amD)

Lr(z,u, 2'd

U} il + e
dt + O (|G + |72 || 1) -
R (Il + Nl 1]14)

Proof. The result follows from the definition of @)y, (F>2D and Propositions 3.1, 3.2, taking
into account the fact that, because of the criticality of I'y, we have from Proposition 3.3 that
R(To) (T)" = (Bo, )™ O

0
0

)
)

+Z, (D%L(Z, ﬁ)

Proposition 3.4. Assume that Iy is a nondegenerate maximizer of the ratio R.

(1) There exists a small constant ¢ > 0 such that for any ¢ < 1 and for any piecewise graph
T parametrized as T'(t) = To(2(t)) + @(t) with |||~ < cl it holds that

Qu(T) > cldl|7,
so that in particular Q,(I') > 0.
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(2) Assume {ly}n, {an}n and the piecewise graphs {I'n}, — parametrized as T'n(t) =
Lo(zn(t)) + W,(t) fort € [0, L,] — are such that, as n — 400,
0<a, <l <1, Q) =02, |z~ =o0(l).

Then, defining v, = U/, there ezists a subsequence {n} such that L, — Ly and
such that {v,}n converges in the sense of distributions to some ., which belongs to
H'((0, Ly),R?). Moreover, as n — 400,

Fn - F* n||*
(3.13) max |U,(t) — Ws(2,(2))] — O, u -0,
Qn
where T, ,(2) = To(2) + antis(2) is a graph over I'y.
Finally,
I, L .
(3.14) lim inf Qe (Tn) > 0 _Q(iL.).

n—too  ap? T 2 R(FO)

Remark 3.3. If the metric g was Fuclidean, we could state the result in terms of the horizontal
blow-up of the curves I',, converging to a curve I',. Here, it is really the metric which is blown-up
horizontally.

Remark 3.4. The first assertion in (3.13) means that the distance of any point of T, with
vertical coordinate z to I'y (%) is o(aw,), uniformly with respect to the point chosen and to z.
Note that T',, need not be a graph, it may even have a diverging number of points of a given
height z.

Note that the first statement follows from the second one, since, by reasoning by absurdity, if
we choose a,, = ||ty |z, then ||@,||~ = 1 and therefore Q(#.) is bounded below by a constant
depending only on (). Thus we only need to prove the second item of the proposition.

Proof. Assume {0, },, {a,}», and {I',,},, are as above, and that I',, is parametrized as I, (t) =
Lo(zn(t)) + w,(t), for t € [0, L,]. We define z, () to be the monotone increasing envelope of
t — z,(t), i.e. z,(t) = maxs<; 2,(s). Note that z,, is continuous and piecewise affine, with z,/(¢)
equal to either 0 or 1, except at the finite number of points of discontinuity of z,,".

Let ¢4, (I';,)(t) denote the integrand in (3.12). We rewrite (3.12) as

315 Qut = [ a0+ [ @0 +0 (Jall + il 7).
where A, :={t € [0, L,] | z,, = z,}. In particular we have z,,’ = 1, almost everywhere in A,.

The second integral in (3.15) may be bounded below by noticing that the integral of z/ over
A¢ is equal to 0. Since g33(I'g(z)) = 1 for any z, we have

/C 2,V 933(Tn (1)) dt = /AC 2 (\/ 933(Tn(t)) — 933(F0(2n(t)))> dt
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and since |\/933(Fn(t)) — \/ggg(ro(Zn(t))” < C|ty||L~ we find that

/C 2,V g33(Ln(t)) dt

Using the bounds (3.6) and (3.2) we deduce that
| e dt>/ P\ aslT) + 018 By — Ol [ 67+ (] + (7] de
?L A

n

< C AL ]t o

and therefore
1
/ qzn(l“n)(t)dt2§/ 0240, ] ]gpn dt—CHunHLoo/ 0,2 +\un|+\ "] dt.

L /l, — 0 as n — 400, it follows that if n is large enough, then

Since ||,
1
(3.16) | an @iz g [ 6 bl d
n Ag,
Next, we analyze further the first integral in (3.15) by splitting it as the integral on a set B,
and on its complement: We choose d,, > 0 such that, as n — +oo,
(3.17) max (y,, | ||oo) K 0p < Uy,
and then we set
B,={teA,] |ﬁ;1<t)|g(Fn) < 0}
If t € B,,, we have
A
Ly 0 T
and the right-hand side goes to 0 as n — +o00. Therefore a Taylor expansion yields, as n — +o0,

/ \/933 )+ i |2 g(r —Vg33(I'y) dz = (——0 ))/B Wﬂg(ro) dz,

n

where we have also used the fact that g33(I',) — 1 and ¢g(I',,) — ¢(I'¢) uniformly as n — +o0,
since |||/~ — 0. We deduce that, writing ¢* = ¢g(I'),

1
[ o= (5-o) [ 1
. 2 B.
Using (3.2) and (3.6), we deduce in particular that

(3.15) [ 4@t = ~Clal.
On the other hand, since (v/a + 2 — /a)/+/x is increasing, we have for any ¢ in A, \ B,, that

|t nlg N
\/gSB(F gt~ Vsl \/933(F — v/ g33(T

’U/ |9Fn/£

Lp(zn(t), U, W)
R(To) dt.

LAt Ly (en(t), ) —
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Since 6,, < ¢, and since g33(I';,) — 1 and g(I",,) — ¢°, we deduce

52
933 933 (— - 0 ) ﬁy

and therefore

From (3.6) and (3.2) we know that .Z} (z, @,,) and Z5(z, Uy, @,) are both negligible compared
to |i), |0, if t € A, \ By, therefore we deduce that

310) [ amaw (3-om)a [ il = (-ow) a0 Bl

From the hypothesis Qy, (T',) = O(a,?) and the estimates (3.15), (3.16), (3.18) and (3.19),
we find that

o [ Tl by [ b (Tl < C (02 [ (1 20).
¢ An\Bn

Then we can decompose ||}, || = ||}, || L1 (e) + ||T,]| 218, , use the fact that |ud),| < 6, on B,
and use (3.17) to deduce that
(3.20) 2 lr(Bg) = 0 (o + [[tinllze=) , | By| = o(1).

We now define @, : [0, Lg] — R? as follows. First we require that @, (0) = ,(0). Then we
note that, except for a finite set of values of z — which we denote J — there exists a unique
t such that z,(t) = z and therefore a unique ¢ € A,, such that z,(t) = z. We then require that
for any t € A,

w,(t) ifte B,

Wy (2n(t)) = {on if t € A, \ Bn.

This defines unambiguously W, (z2) if z ¢ J, thus ), is well defined. Moreover, using (3.20), we
have for any t € A,

(3.21) | @ (20 (1)) — i (t)] < /B |0, (s)| ds = o(am + [[tin | < )-
Since £ (z,-) is a quadratic form, we thus have that for any ¢t € A,

L1 (zn(t), (2 (1))) — Lo(2a(t), Un(t)) dt = o(ag, + ||| ).

Since Zp(z,-,-) is bilinear, we also deduce that Zg(z,(t), W, (z,(t)), W, (z,(t))) = 0 for ¢ €
A, \ B, while for t € B,, we have

ZLp (20 (1), Wn(zn (1)), 10, (2(1))) — LB (20 (1), in(t), @, (1)) = o((an + [[tn]| L) [1,])-
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This allows us to write
Lo
L (2, 1,) = Ly (2,0,) dz + o(an® + |[d]|7),
Bn 0
LO LO
Lp(z, Un, W) — Lp(z, Wy, W) dz = o, + ||1f[n||Loo)/ | |.
Bn 0 0
Note that we have use the change of variables z = z,(t), to pass from integrals over A, to
integrals over [0, Ly).
We now use again the hypothesis @, (T';,) = O(a,?) with the information we have gathered
so far to obtain that

(3.22)
Cary, Z/ 4, (T) ()t + O ([Tl + 1TallZ 120 1)

Lo 1 LO
— [~ oDIT + Lo ) d -+ 0 + ) + 0 + [Tlc) [ 1
0 0

Then, from the nondegeneracy of the maximizer I'y as defined in Definition 1.2, that is, the
positive definiteness of (), we deduce that

Lo
A O A YR A
0

for some ¢y > 0 independent of n. Using also the fact the H! norm controls the L*> norm in
one dimension, we see that the error terms in (3.22) may be absorbed by the left-hand side and
the first term on the right-hand side to deduce that @, /a, subsequentially converges weakly in
H'([0, Ly]) to some i, and that

S Qé (Fn) Lq —
hn}lmf o2 > 2R(F0)Q(u*)’
The weak H! convergence also implies that 1, /,, converges to i, uniformly if we take a further
subsequence. It then follows from (3.21) that |v,(t) — @.(2,(t))| converges to 0 as n — 400,
uniformly w.r.t. ¢, hence proving the first assertion in (3.13).

We also deduce from (3.20) that L, — Ly, since z,” = 1 on A, and the integral of z," on
0, L] is equal to Lg. It also follows from (3.20) that z,(¢) — ¢ uniformly. Together with
the uniform convergence of vy, (t) — @.(2,(t)) to 0, this implies that v, — . in the sense of
distributions. Note that the fact that z,(¢) — ¢ tells us that the limit of the piecewise graphs
I', is in fact a graph.

It remains to prove that ||I', — 'y .||« = o(a,,). This is a direct consequence of the above and
Lemma 3.4 below, noting that the length of T',, is bounded as a consequence of (3.20), and the
fact that «, is bounded in L?, hence in L' also. O
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Lemma 3.4. Let I, T C T;NQ be two curves such that, in tube coordinates, '(t) = o(2(t)) +
U(t) is a piecewise graph defined over [0, L] with z(0) = 0 and z(L) = Lo and T'(z) = Ty(2)+0(z)
15 a graph over I'y. Then

IT = Fllray, I =Tl < € (maxlit) — a@)]) (0 + 1),
where all norms are understood with respect to the metric g.

Proof. Let X be any vector field defined in Q, normal to 9, and such that || X|s and
|| curl X, are less than or equal to 1. We need to show that

‘<r,x> - <f,X>‘ <C (mtax @(t) — 17(2(75))]) (|r| n |f|) .

For this we define X(s, ) = (1 — s)I'(¢) + sI'(2(t)) for (s,¢) € [0,1] x [0, L].
Then, applying Stoke’s Theorem and the fact that X is normal to OS2, we have

(T, X) - <f,X> — / curl X - vy <[5,
and therefore EL .
‘(P,X) - <f,X>‘ < / / 10,]|0,%| ds dt.
Since 0,5 = ['(z(t)) — I'(t) and |8,5(s, t)| < |1—"(Ot)| —(I)— IT"(t)|, the result follows. O
3.3. Strong nondegeneracy implies weak nondegeneracy.

Lemma 3.5. There exists n > 0 depending on €2 such that the following holds.
Assume " is Lipschitz curve with no boundary in €2 such that

0, Ty I >
3.23 — — — — ) </,
( ) <Xn\/g33 Ly \F’

where X, is a cut-off function for the cylinder €, = B(0,n) x (0, Ly), that is, x, is equal to 1
in 6,2, equal to 0 outside €,, takes values in [0,1] and has gradient bounded by C'/n.

Then, if € is small enough depending on €2, T' is included in a neighborhood of T'y where
tubular coordinates are defined, so that we may write I'(t) = To(2(t)) + u(t) for a horizontal
vector u. Then, parametrizing I' and I'q by arclength with a proper orientation, we have

L
(3.24) / 1= 2@)]dt < CVE  |ilie < CVE |0 = Lo| < OV,
0

where C' depends on ). Moreover z(0) = 0 and z(L) = Lo.

Proof. Fix n > 0 small enough so that tubular coordinates are defined in %, and such that
V33 € (1/2,2) in 6,. The domain in  corresponding to %, is denoted T;. We assume
I' is parametrized by arclength and whenever I'(t) € T, we denote by (x(t),y(t),2(t)) the

coordinates of I'(t). We let X = ang%'
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Since (X,I'g/Lo) = 1, denoting L = |I'| we have by definition and using the fact that |I|, =1
from the arclength parametrization hypothesis, that

<X, %> :]gL (X,IM,, (X,I"), <1.

It follows that

Iy T [* X1l — (X T
O — < ) L() |F|> 0 (1 |X|g) + <| |Q|F |g < 7F >g> - Oé’

Both terms in the integral being nonnegative, they are each bounded by C'.
When I'(t) € €, we may write it as I'(t) = I'o(2(¢)) + u(t), where (t) is horizontal. Then,
replacing | X[, and (X, "), by their value, we have

L L
(3.25) ][<1—X,7>gce, ][ o (1 = Vi) < CL.
0 0

We now show that L = |I'| is bounded by a constant depending only on €. For this we begin
by extending the coordinate function z defined in 7}, to a C! function defined in €, whose C*
norm is then a constant depending on . Since |/gs3 € (1/2,2) on %, we have

FaG2)=f ol 2) =2 wm () <o
- —z —z —z :
0 W \2 —Jo Xn 933 —Jo b 933 -

while, using the first inequality in (3.25),

]gLa ) (% - z) < c]éLu _\,) < CL.

The two inequalities imply
L
1
][ —— <.
0 2

Since the integral of 2’ is bounded above by 2 maxg |z| < C, we deduce that

1 C
5 cl < 7
and then that L is bounded above by a constant depending only on €2, if ¢ is small enough.
Next, we claim that ' is included in the cylinder 6 ; for some C' > 0 depending only on
Q. First, from (3.23), there exists a € (0, L) such that I'(a) € €¢,. If T’ exited from %, ;.
then the first exit point b (which we assume larger than a w.l.o.g) is such that I'(¢) € €/, for

t € (a,b), so that x,(I') =1 in (a,b), and such that

b
(3.26) / #),. > C'VE - CL.

On the other hand, since [I"|? = |22”|52_]L + g332'® = 1 the latter inequality in (3.25) implies that

b
/ |IZZ/‘EJ_ + g332* — /9332’ < CU,
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and then — using the fact that v/1+z —1 > c¢min(y/z, z) for any x > 0 and that ¢ < V0 since
? is assumed small — that

b
(3.27) / 7],. < OV,

which would contradict (3.26) if C” is chosen large enough. Therefore I' is included in ., ; for
some C' > 0 and therefore ||i||z~ < CV/¢, which proves the second inequality in (3.24)

Now, since I' is included in 6 4, we have that (z(t),y(t), 2(t)) are defined in [0, L]. Since
['(0) and I'(L) belong to 0f2, we must have z(0), z(L) € {0, Lo}, and then, in view of the latter
inequality in (3.25), that z(0) = 0 and z(L) = Ly, if £ is chosen small enough. Then, arguing
as above we find that (3.27) holds with @ = 0 and b = L, so that

(3.28) 1|2 0.7y < CVE.

Moreover, since g3z = 1 on I'y from the definition of ¢ in Proposition 2.2, we have |1 — ,/gs3| <
CV/{ on Cez> 50 that (3.25) implies

L
/ |1_ZI’§C\/Z7
0

which using z(0) = 0 and z(L) = Lo implies that |L — Ly| < Cv/¢ and then, together with
(3.28) implies that ||T'| — Lo| < CV/Z. O

Proposition 3.5. Assume that the maximum of R among normal 1-currents which are diver-
gence free in S is uniquely achieved (modulo a multiplicative constant) at a simple smooth curve
'y with endpoints on O) and that the second derivative of R at Iy is definite negative. Then
there exists a > 0 such that for any curve I' we have

R(T'o) — R(I') > amin(||T" — To|3, 1).

Proof. The statement is equivalent to proving that if {I',,},, is a maximizing sequence of curves
with no boundary in €2, then

noteo [Ty — Tolf2
Consider such a sequence {I',,},,. Then, using the compactness of currents, I',,/|T",| converges
to ['y/Lo in the flat metric, hence in (C3'(Q,R?))*. Tt follows using Lemma 3.5 that if n is
large enough, then I, lies in % and, using tubular coordinates, we may parametrize it as
I (t) = To(zn(t)) + @yu(t) in [0, L,], where 2], (t) € {£1} and where 2,(0) = 0, z,(L,) = Lo. It
is also the case that |I',| — Lo and that |1 — 2| 1(o,z,)) — 0, as n — +o0.
Then, applying Proposition 3.4 with £ = 1, we deduce that
(3.29) lim inf £ (0n)

- > 0.
n—+00 |t | e
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But, since (By, I'g) /R(Iy) = Ly, we have

Pl(rlfl) (R(To) = R(T)) = [T| — <f{?£;>
— (‘Fn| — <Fn>2D> X <<Fn>2D B Lo) L, %
= (1 0) o 10 1) -

= Ql(rn)-

It follows, in view of (3.29) and since |T',,| — Ly, that R(Tg) > R(T,,) + ¢||@ys]|2-
To prove the proposition, it remains to note that ||I';, — Ig||. < C||@,|| . This is proved for

instance by choosing some vector field X in Q such that || X ||z, ||[VX|le < 1 and bounding
| (X, T, — To) | by C||ii,]| o

/0 " X (Co(zn(6)) + @n(t)) - (To(za(t)) + @u(6)) dt — / " X(Po(za(t)) - Tolza(t)) dt

X (Fo(zn(£))) - a0, (t) dt

X(To(zn(t))' - () dt\

< [l oo [V X [| o< [T ] +

Ln
< O[]z~ +

0
< C|ty]| poe-

O

3.4. Strong nondegeneracy for small balls. In this section we show that the strong non-
degeneracy condition is satisfied in the case of a ball with small enough radius p. We recall
that it was proved in [Rom19a] (see also [ABMO06]) that the diameter I'y = {(0,0, z) € B,} is
the unique maximizer of the ratio R among simple curves, and in [RSS23| it was proved that
it satisfies the weak nondegeneracy condition (2.9). We in fact have:

Proposition 3.6. The ratio R in the ball B, satisfies the strong nondegeneracy condition of
Definition 1.2 if p is small enough.

Proof. We may define coordinates = € [0,1) and z € (—1,1) on the half disk D} = {R+iZ |
R*+ 7% < p* and R > 0} in C as follows : The point with coordinates z, z is p times the image
of the complex number iz by the Moebius transform ¢,(w) = (z + w)/(1 + zw), which maps
the vertical segment i[—1, 1] to the intersection of the circle centered at (1 + x?)/2z with the
unit disk. We thus have ,
Tz
1+idxz

We may then extend straightforwardly this coordinate system to the ball B, in R? by requiring
that a point with cylindrical coordinates (R, 6, Z) in B, \ {(0,0,+p)} has coordinates (x, 6, z),

R+1iZ =p
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where x € [0,1) and z € (=1, 1) such that

R 14 22 1— a2
= pr—m798M— = pp—.
p 1+ 2222’ p 1+ 2222
The Euclidean metric dR? + dZ? + R%d#? then becomes
2
. P 2\2 7.2 2\2 7.2 2 2\2 192
g(z,2,0) —m((l—l—z )?da® + (1 — 2%)? dz* + 2°(1 + 2%)* d6?) .

It is straightforward to compute the second derivative of the length. Let
Li(2) = (te(2), 2, 6(2)

be a family of curves parametrized by z € [—1, 1] in our coordinates. Then

d? | 1
(3.30) — | = p/ —aP (14222 — 221+ 22) + =22 (1 + 22)20”° d=.
dt2 |t:0 -1 2 2

To compute the second derivative of (By,T;), we resort to the explicit expression for curl By

computed in [Lon50]:
( sinh 7") sin ¢
coshr — ey,
r r

1By =
0= o Sinh p
where (7, ¢, 8) are spherical coordinates on B, so that R = rsin¢ and Z = rcos ¢. It follows

that
372sin ¢

R
curl By - eg = 3% +0(p*) = 2+ O(p?).

We deduce that, denoting Df = {(R, Z) | R> + Z* < p* and R > 0},

p 3
(3.31) (By,T) = // curl By - ey = / LN 2/ p2 — R2dR+ O(p°) = % +O(p°).
Dy

R=0 2

We also find that
PP a(l =) (1 + 22
2 (1+ x222)3

(curl By - eg) rdr A do = dz A dz + O(p°).

This allows us to compute

(By,To) — (Bo,Ty) = // curl By - eg dx dz,
A

where A; = {(s,2) | =1 < z<1and 0 <s < tx(z)}, from which we compute

d2 p3 1
(3.32) —  (By,Ty) = —=- / (14 2%) dz + O(p°).
dt? =0 4 /4
Since 'y maximizes the ratio R, its differential at I'y vanishes and then, for ¢ = 0,
d? R(T,) = ;?“:0 (Bo,Tv) Lo — (Bo, To) 57|t:0|rt|
A= Ly’ ’
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so that, in view of (3.30), (3.31), (3.32) and the fact that Ly = 2p, we have after simplification

d2 2 1
i R = =5 (L 2P 4+ 020%) (1 ) de o+ O("),

Therefore the quadratic form d? R(T) is definite negative if p is small enough. UJ

4. LOWER BOUNDS BY SLICING

In this section we prove two types of lower bounds for the free energy F. contained in a tubular
neighborhood of I'y, and obtained by integrating in the z coordinate two-dimensional lower
bounds over slices. The first type is very robust and is obtained by the ball construction method
(a la [San98, Jer99]) but in a two-step growth process that allows to retain more information
on the degrees at small scales. It retains an error which is larger than a constant. In this
construction, the varying weight is approximated by a constant weight, leading to errors that
can be absorbed into the ball construction errors.

The second type of lower bound is more precise, it recovers the exact constant v and an error
only o(1). To obtain such a precise error, the varying weight can no longer be approximated
by a constant, instead one needs to resort to performing the ball construction in the precise
geometry we are working in, i.e. we need to grow geodesic balls. The techniques thus combine
ball construction methods within the geometric framework to capture the energy on large scales,
with the refined [BBH94| analysis found in of [AB98,Ser99a] to capture the precise energy at
small scales while approximating the weight by a uniform one.

4.1. Lower bounds by ball growth method. First, recalling (3.3) and (3.4), which corre-
spond respectively to the definitions of the smooth cutoff y and (,u)QD, we have the following
result.

Proposition 4.1. Assume that F.(u, A) < Co|loge|, that I'y is critical for the ratio, and that
Ny eN, g e (|loge|™",6/2) are such that

[(u, A) = 2w NoLo| ) < 0.
Then, writing for short u instead of p(u, A), we have
| log €|

F(u, A) >

)

1
(1)*P + wLoNo(No — 1) 10g5 — Rem,

where Rem < C' (1 + plog|logel).

This result will be proven by obtaining lower bounds for the energy on the slices ¥, =
%5 NR? x {2z} and integrating them with respect to z.

Let us first state and prove the two-dimensional lower bounds on slices ¥,. This is an
adaptation of the vortex ball construction (here, specifically [San98,SS07]), with a two-stage
growth process made to handle the varying weight. Such a two-stage growth process was already
used in [SS07, Chapter 9.
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Proposition 4.2. For any q > 0, C > 0 and integer N, there exist g, C' > 0 such that for
any z, any (u, A), and any € < €q, the following holds.
Assume that

(4.1) / ex (u, A)dvol,. < C|loge|,

where et is defined as in (2.10), and let
0 = max (||p* — TN G| 7(s5), | log e|71) . where u* = o dx A dy.

Then there exists points aq,...,ar € X* and integers dy,...,d, such that, denoting n =
|di + -+ di| and D = |dy| + - - - + |dk|, we have

k z
/ eé‘ (u, A) dVOng_ > Z |dz| A /933(%‘) <10g % . Cl>
: =1

)
+7rN210gE — C'log |logel| (0 + (D —n)),

where d is as in Proposition 2.2, and

k
T Z diéai — ,uz
=1

Later, we will be able to show that p* is very small and D = n = N, which will allow to
translate this lower bound into a lower bound with O(1) error.

(4.2) < C'loge|™, D<C.

F(2%)

Proof of Proposition /.2. In what follows, C’ is any constant depending on ¢, C, and the in-
equalities involving € are understood to hold for any € small enough depending on C' and ¢q. We
write for short p(z) = \/gs3(z) and will use that notation throughout the rest of the section.
Step 1: lower bound by two-stage ball growth. We use the ball construction, or
ball growth procedure relative to the metric gt on X%, see [SS07] in the Euclidean case, the
metric does not affect the construction as it corresponds to making locally an affine change of
coordinates, see [SS04] for detail (constructions for a surface may be found in [[J21, Proposition
8.2] or [DS18] for instance). Given a final radius r = |log|~?, with Q a large number, we thus
obtain a collection B = {B; := B(a;,;)}; of disjoint balls such that » = ). r;, such that

1 r
(4.3) /Bi ;ej(u, A) dvol,. > r|d;] (log Do~ C’) :

the degree of u over 0B; is equal to d; and (4.2) is satisfied. Moreover, D = |dy| + - -+ + |dg| is
bounded by C’, for otherwise by disjointness of the balls the lower bound (4.3) would contradict
(4.1).

Since on B; we have p(z) > p(a;) — Cr; and r; < |loge| ™, it follows that

(4.4) / ex (u, A) dvol,. > m|d;|p(a;) (log r_ C/) :
B; €
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Then, since from its definition ¢* > r, using the ball growth method of [San98] (see for instance
[SS07, Chapter 4]) we may grow the balls from total radius r to total radius ¢?, at which point
the balls will have grown into a collection B’ = { B} := B(aj,r’)};, with degrees d}, such that
for each B’ we have

/ ez (u, A) dvoly. > w|d;| (p(a)) — Co?) (log € C') :

-
Moreover, by additivity of the degree and disjointness of the balls, we must have

(4.5) dy= Y di

Z',CLZ'EB;-

Since log(o*/r) < C"log | loge| we find
(4.6) / ez (u, A) dvolys > w|d;|p(a}) (log % — '~ ¢ log | log 5]) .

Step 2: lower bound by integration over large circles. We next retrieve the degree
squared contribution to the energy outside of the small balls following the method of integration
along circles of [SS03].

Denote by L a minimal connection between the measure Zle d;0,, and Ny, relative to the
metric g+, allowing connections to the boundary. Then in view of (4.2), |L| < C"(¢*+|loge| ™).
The fact that ¢* is the flat distance for the Euclidean metric and not gt is accounted for by
the constant C’. Moreover, if the circle €, (relative to g) of center 0 and radius s does not
intersect L, then the winding number of u on %, is equal to N. Since we have p(z) > 1—C's
on %,, and since the length of €, relative to g* is bounded above by 27s 4+ C’s?, we obtain for

such an s that 2
/ ex dvol, > (1 — C"s)7r :
0%,

s
But the measure of the set of s such that %, intersects either B’ or L is bounded above by
20* + |LJ, since B’ has total radius p*. Since |L| is the flat distance of Zle di0q, to Ny,
and from (4.2) and the definition of p*, this measure is less than 407, if ¢ is small enough.
Integrating the circle bound above with respect to s such that %, intersects neither %’ nor L,

we obtain 5 )
N )
/ ex dvol,. > / (1— C"s)7r ds > mN? (log — - C”) :
S\B’ 407 S Qz

Note that if 4p* > ¢ the lower bound remains true, since the left-hand side is nonnegative.
Adding this to (4.6) and (4.4) we find

r 0°
(47) /E ek dvol,. > w3 ldfp(ar) (1o — ) + 73 (el og &
i J

)
+7TN210gE —C'"—=C'¢%log|loge].
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Then we note that, for any j, in view of (4.5), we have

> ldilp(ai) < Id5l(pay) + Co) + O | (D0 1dil) — 1

i,aieB;. i a,EB

Summing with respect to j, we find that

> |dj|p(d >Zld|p (a;) = C" (0" + D —n),
J

where now the sums run over all indices 7 and 7, respectively. Inserting into (4.7), we deduce
that

? L
/ ex dvol,. > FZ |d;|p(a;) <log% - C’/) +7N?log — — C'(d+ D — n)log|loge| —
= - o*

which together with (4.2) proves the proposition. O

For slices ¥* for which we have a weaker energy bound, we use a cruder estimate.

Lemma 4.1. For any ¢ > 0 and C > 0, there exist g, C' > 0 such that, for any z such that
/ ex dvol,. < Cllogel?,

there exists points ay, ..., ar and integers dy, ..., dy such that, denoting p* = piodxr A dy and
D =|di| + -+ |di|, we have

k
1
/ ex dvol,. > WZ |di||\/ g33(ai) (logg — C'log | logs|) :
x i=1

k
2m Z di(;ai — U
=1 f(zz)

D < C'|loge|*™"

< C'[loge| ™,

Proof. We apply the ball construction (see [SS07, Chapter 4]) with final radius r = |loge| <,
with @ a large number, we get a collection B = {B; := B(a;, ;) }; of balls for which

1
/ ~es dvoly. > D <10g — - C’)
% D De

where D = |dy| + - - - + |d], the last statement of the lemma holds and the second one holds by
the Jacobian estimate. Since on B; we have /gs3(x) > /g33(a;) — Cry, it also follows that

/Bi ex dvolyr > ld;|\/gs3(a;) (log DLg - C’> :
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Proof of Proposition 4.1. We denote throughout the proof by C|q generic large positive con-
stants depending only on €2, Cy, and y is as above. We write

f(z) = /z ex (u, A) dvol,.

so that the desired result is a lower bound on [ f(z)dz.
We define for any z such that ¥* is not empty
0° = max(|| 12 dil — 27 Nodo|| (s, | log e| ™)
Then we define three sets of slices:

e We denote by [ the set of z’s such that f(z) < M|loge|, for some M > 0 to be chosen
below.
e We denote by J the set of z ¢ I such that f(z) < |logel’.
e We denote by K the set of z ¢ I U J.
Let us first treat the case z € K. Since on ¥*, the 2-form p5 dii is the exterior differential
of the current j(u, A) + A restricted to X7, it follows that

/ X /933 2 du = / d(x v/933) N j(u, A) +/ X V933 dAdii < Cf(z)'?,

DE DE DE

from the Cauchy-Schwarz inequality and the definition of et (u, A). It then follows that for any
z € K, since f(z) > |loge|? and ¢ > 2, we have

log e . 1
(4.8) f(z) > | Zg | X /933 p12 A+ mNo(Ny — 1) 10g5.
EZ

For z € I, we may apply Proposition 4.2 on ¥* with N = N, to find that there exists points
ai,...,a and integers dy, . . ., di such that, denoting n = |dy + - - - + d| and D = |dq|+- - -+ |dk|,
we have D < C and

. 0 ' .
f(2) =7 |dily/gs(ar) (log% - o) + N2 log - — C"log loge| (6" + (D — ).

Moreover

(4.9) < ' loge|™,

F(X#?)

k
2 Z diéai — 12 du
=1

so that, for z € I,

< Clloge| ™.

/ X /933 th2 di — 27 Z dix(ai)\/ g33(a;)
5 -
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It follows that

N ¢
102 5 [ x Vammditor 4 x (1o S ) 3 (] - dox(o)) Vmlal+
3z %

1
+ 7mNo*log — — C'log|loge| (D —n + o*) — C.
QZ

If z is such that D > n, then the error terms on the right-hand side may be absorbed in the
second term, noting that mlog(o*/e)+/gss(a;) > |loge|/C . If not, then the error term may be
written C(o*log |loge| 4+ 1). Therefore, integrating with respect to z € I we find

1 i s
zel zel z €

1
+71No?*log — — C (¢* log | log e| + 1)} dz.
QZ
Using the fact that ¢* bounds the flat distance between 2 di and 27w Nydy, we have

log 0* / X V033 p12 di > 2Ny log o — Co*| log ¢7|,

and p® being bounded, since D < n, the error term above is bounded by a constant. Replacing
in (4.10), we obtain

log e .
ay [ geaez [ (TR g
zel zel 3z

1
+7(No® — Np) log o C (0°log |loge| + 1)} dz.

Let us finally consider z € J. Then f(z) > M]|loge|, for some large constant M. We first
exclude the case where
f(z)

X V933 12 < 77—,
Jox v <

because in this case, noting that wNy(Ny — 1)log(1/p) is bounded by C'log |loge|, the lower
bound (4.8) is clearly satisfied.

In the opposite case, we have from the definition of p* and the lower bound f(z) > M|loge|
that

M — 27Ny < / X V933 p12dti — 2w Ny < Co”.
ZZ

In particular, if M is chosen large enough compared to Ny, we deduce that p* > Ny and then

/ X V933 p2did < Co”.
ZZ

We then apply Lemma 4.1 to find that

(1.12) 1) 2 7 3V la) (1og§ _ Clog] 1ogar) |
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Using (4.9) which remains true, we may then rewrite (4.12) as

log e . .
f(z) > [log < X V933 pa2 dii — Co” log | log €|.
EZ

2
It follows that

log e B 1 . 1
f(z) > ]_2g|/ X \/ggg,ulgdu—F?T(Ng — NO) logE -C (g log | log ] —I—logE) ,
Zz

where we have added and substracted the middle term on the right-hand side. This adds an
extra undesired error term, which may be absorbed into a constant since 0* > Nj in this bad
case. We deduce that

(4.13) /Ejf(z)dzZ/EJ{llngd/ZX V33 Pz du

1
+7 (Ng — No) log i C (0" log |loge| + 1)}} dz.

Adding (4.11), (4.13) and the integral of (4.8) with respect to z € K, we obtain in view of
(4.9) and [ ¢*dz < Co (see [Fed69, 4.3.1]) that

|1lo

1
a1t [reya > BEL [ ] gpdids + [ o (88— No)og do+
z z z K

1
—{—/ T (Ng — No) log — — Co”log |loge| dz — C.
zeluJ 0

Finally, we use the concavity of log together with the fact that the integral of ¢o* with respect
to z is bounded by C'p — and also the fact that since f(z) < C|loge| we must have |[IUJ| > Lg/2
if € is small enough — to find that

1 1
/ log—dzz/ log — — C,
2€1UJ 0* 2eIUJ 0

which together with (4.14) yields

loge o 1
/f(z) dz > | 2g | // X /933 a2 dii dz + 7Ly (NG — No) logg — C(plog|loge| +1),
which is the desired estimate. O

4.2. Lower bound up to o(1) error.

Proposition 4.3. For any ¢ > 0, C > 0 and integer N, there exist g, k, C' > 0 such that for
any z, any (u, A), and any € < eq, the following holds.
Assume that

(4.15) / ex (u, A)dvol,r < (N +m)|loge],
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where eZ is defined as in (2.10), and m < % is a small enough constant, to be determined below.
Assume that o* < C|loge| ™2, where

QZ = max (H[I,Z — 27TN(50||]:(22), | 1Og€|71) s ,[,Lz = 12 dx N\ dy

Then there exists points ay,...,axy € X7 such that we have

< Clloge|™
F(x%)

N
e (u, A) — 2w Z da,
i=1

and

/ e (u, A) dvol,.

N
1
> 7 g Vgs3(a;)log = + 7N?logd — = E log dist, 1 (a; — a;) + N7y + 0-(1) + 05(1),
£
i=1 i#j

where ¢ is as in Proposition 2.2 and v is the universal constant introduced in [BBH94].

The rest of this subsection is devoted to proving this proposition.
The first step is to show we can neglect A by a good choice of gauge.

Lemma 4.2. For any q, M > 0 there exists eg, C' > 0 such that if € < g¢, then any (u, A) such
that [ ex(u, A)dvol,r < M|logel is gauge-equivalent to some (v, B) such that

112 (u, A) = p* (v, 0) | 7(z=) < Clloge|™*
and such that

(4.16) / ez (u, A)dvol,. > / ez (v, 0)dvol,. — o-(1) — 05(1).
e e

Proof. We let p = /g33. Then we chose B = xd{/p where £ solves

d*dé —dp-dé = pxdA in X7

E=0 on 0%7%.
Since dB = dA, (u, A) is gauge-equivalent to (v, B), for some v. Moreover, using the fact that
p is smooth and [p — 1| < C§ in X7, elliptic estimates yield bounds for £ in H?(X?) and imply,
in particular, that

|B||r2 < C6||dAl|z2,  sup w < C6'"2|\dA| e
T,yeX? ’l’ - y’ /
The L? bound for B implies straightforwardly that
(4.17) / e (v,0)dvol,. < C [ et (v, Bydvol,. < CM|loge]
z ZZ

and, since

W (0,0) = i (u, A) = p*(v,0) — pi* (v, B) = d((1 — [ul*) B),
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that
11 (v, 0) = p*(u, Al 7ee) < ClIB|I2lL = [vf*llz2 < Cdelogel.
It remains to prove that (4.16) holds. We write

(4.18) / ej(u,A)dvolgl—/ ej(v,O)dvolng/ D (1B —2(j(v,0), B)) dvol,.

and then note that, writing j for the restriction of j(v,0) to ¥* and p = dj,

[ #tBivole = [ nac= [ n
z z 22

It is well-known that (4.17) implies that p may be approximated by a sum of Dirac masses
with total mass bounded by CM and error bounded by CMe/2|loge| in the dual of C%'/2.
Therefore

/EZ < CM (JI€]loc + €2 logell|€llconrz) < (05(1) + 02(1)) [[dA| 2.

Together with (4.18) and since dA = dB, (4.16) follows. O

The proof of Proposition 4.3 makes use of the parabolic regularization method of [AB9S]
(itself borrowed from a preliminary version of [BBH94]) to define “essential balls” for the map
u, for that we will follow a bit also the presentation in [Ser99a, Ser99c|. Let 0 < n < 1. We
define u" as the minimizer of

/ ~/033 <\dv| L+ —( — |v*)? + |u2—2|) dvol,.

The minimum is achieved by some map u” (which is not necessarily unique, but we make an
arbitrary choice). The solution u” is regular and satisfies [u"| < 1 and |du”] < € by maximum
principle. Also, by obvious comparison

/ ej(u,O)dvolQLZ/ ex (u",0)dvol,. .

We will denote by B, . the geodesic ball with respect to the metric g*. The next lemma provides
vortex balls of small size (a power of €) which are well separated and on which the energy is
well bounded below.

’UEI{1 L(O(S ,C)

Lemma 4.3. Let 0 < n < f < pu < 1. Under the assumptions of Proposition 4.3, for ¢ small
enough, there exists a set T with #Z bounded by some constant independent of €, points (a;)ez,
i > B, and a radius p > 0 such that

et < p<ef <P
and such that, letting B; = B, (a;, p) and d; = deg (u”,0B;) we have:
(i) |ai —aj| >8p foralli # jeI;
(ii) dist(a;, 0%7) > &P;
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(i) if © ¢ U;ez B; then
(119) ()] > 5.
whereas
[u"| > 1 — ————= on Uz 0B;;
(iv) fori € Z, it holds that

(4.20) / ex (u",0)dvol,. < O(ﬁ’#);
OB; p

(v) fori € Z, it holds that for some ¢ > 0 independent of ¢,

(4.21) / ex (u",0)dvol,i > max (p(ai)w|di| log Ly O(1), | 10g5|> ;
B; €
(vi) and for any 0 < o < 1, there exists k > 0 such that

(4.22) 21 Y dida, — d(iu, du)

1€

<¢g”

F()

We omit the proof which follows closely the lines of [AB98] or [Ser99a, Ser99c¢|, except with
balls replaced by metric balls, and with the weight. The relation (4.22) at the level of u" is a
direct consequence of the Jacobian estimates, see for instance [SS07, Chapter 6], it is also true
for u by the a priori bound on the energy minimized by u", see [Ser99a, Lemma 4.2].

Using again the shortcut p for |/gs3, we now have the following result obtained by growing
the balls from the prior lemma by a two-stage ball growth process.

Lemma 4.4. Under the assumptions of Proposition 4.3, we have d; = 1 for all 1 € T and
#I = N. Also all the a;’s, i € I, belong to B,.(0,C0%) C BQL(O,C|IOg€|_1/2). Moreover,
either
(i) the balls Byi(a;,r) with r = |log e|™® are such that |a; — a;| > r for alli # j € T and for
allv € T,

/ ex (u",0)dvol,. > mp(a;)log Ty o(1)

B_ 1 (a;,r)\B; p
or

(ii) there exist a family of disjoint geodesic balls Bﬁ = By (bg, 1), containing the B;’s, of
total radius T = Nry = ——5 such that, letting dy = deg(u", dBy), we have

|log |
Z/ ez (u",0)dvol,. > WZ(minp)]czk\ logZ + mlog |logel.
K 7 Bi PR <

Proof. First we prove that d; > 0 for all i € Z. Since /g33 > 1 — o(1) in the support of ¥,
and choosing the constant u close enough to 1, we get in view of (4.21) combined with (4.15)
that > .7 |d;| < N +2m < N 4 1. On the other hand, as seen in the proof of Proposition 4.2,
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denoting by L a minimal connection between Y. d;d,, and Ndy relative to the metric g and
allowing connections to the boundary, in view of (4.22) we have |L| < C(¢* + &%) < Cp*. This
implies that there must be at least N points (counted with multiplicity) of d; > 0 connected to
0. Since ) .7 |d;| < N, this is only possible if for each i € Z, d; > 0, and no point is connected
to the boundary. This shows that all the points a; are at distance < C¢* from 0.

We now turn to the lower bounds. Let us grow the geodesic balls B; via the ball construction
method with weight and metric, exactly as was done in Proposition 4.2, using as final total

radius parameter r’ = |10g16|4. This gives a collection of geodesic balls Bj. We then regrow the
balls into geodesic balls of final total radius r” = m, this gives a collection B}/. We have for
every j,
/
(4.23) / e (u", 0)dvol,: > x|d)| <min p) (log i c)
Bi\UiezBi B} €
and for every k,
1
4.24 eX(u”,0)dvol,. > w|d!|( minp) ( lo T _co).
( e q k g /
BY\U;Bj By T

Let us now consider a final ball B; and dj, its degree. Since all initial degrees were seen above to
be nonnegative, we have [dy| =, 5 BY |d;|. We next add all the energy contributions inside
By from (4.21), (4.23) and (4.24). If B} contains an initial ball (B;);cz of degree d; = 0, then
we use the lower bound by c|loge| in (4.21) and we deduce that

/ ex (u",0)dvol,.
B

7
k
7 7 1

> 7|dy] (n&i}gpp) log % +c|loge| — C > 7T|d’k’|(1%ignp) log% + 50! log £,

for £ small enough. Summing over all the balls and comparing with the upper bound (4.15),
we conclude to a contradiction if m is taken small enough compared to c. We have thus shown
that d; > 1 for all 7+ € Z, i.e. for all the balls B; obtained from Lemma 4.3. Since all degrees
are nonnegative, the ball growth procedure from the B;’s to the B}’s yields really an energy at

least )
7 min d;|? (1o T——C’).
i pi’BgB; |di] ( ¥
If d; > 2 for some i € Z, this gives at least an extra energy of ¢’|loge|, for some ¢ > 0, than
announced, which again yields a contradiction with (4.15) if m is chosen small enough. Thus,
we have shown that d; = 1 for all 7 € 7.
Next, let us first consider the case where for some k, one B} C By contains more than one
B;. Since all the d; = 1, this implies d;. > 2. Then, since all degrees are nonnegative, the ball
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11

growth procedure from the B}’s to the B;’s yields really an energy

/!
: /|2 r
mminp. > I (logg - C) :
],B;—CBg
so at least an extra mlog |loge| energy compared to what was announced. Summing over all
balls, we may thus deduce in this case that

7
Z/ ex (u",0)dvol,. > WZ (minp) |d}| logr— + mlog |logel.
K JBY PR c

The proof is concluded via item (ii) with the By’s equal to the B}’s. There remains to consider
the case where none of the BY’s contain more than one B;, which means that d; = 1 and that
there are no mergings in the growth from B; to Bj: each B’ contains a unique B;, which is
simply inflated. Let us then consider new Bj’s equal to the geodesic balls of centers equal to
the a; and radii r = Tog e i.e. we restart the ball construction from the B;. Since there were
no mergings previously, it means that these balls B] are disjoint, and separated by at least
|log e[ times their radii. Moreover, the energy over the annulus B}\B; is bounded below by
mp(a;)log L — o(1) (the error o(1) is due to the variation in p, and to 1 — |u”|, which is very
small by (4.19)). The proof is then concluded in this case as well. O

Proof of Proposition 4.3. Now that we know that all d; = 1, we may also refine the upper
bound (4.15) into

/ ez (u, A)dvolyr < (N +o(1))|loge|

because otherwise what we want to prove is true. Thanks to that, an examination of the proof
in [AB98], [BS99, Appendix] shows that we may refine (4.20) into

i 1
/ ei(u",O)dvolgL < M
OB; P
and thanks to this bound we have
/ ez (u",0)dvol,. > mp(a;)log Ly v+ o(1).
dB; €

This is an adaptation from the analysis of [BBH94], with metric, and here 7 is the constant of
[BBH94].

Combining all these results, we have obtained either a collection of N balls B,.(a;,7), r =
|log e|® such that |a; — a;| > r and for each i,

/ ez (u",0)dvol,. > mp(a;)log i v+ o(1)
B 1 (ai,r) €
or a collection of balls By (by, r) with 7, < |log e| ™% and

1
(4.25) / ex (u",0)dvol,. > Zp(ai) log ———— + wlog |loge|.
UkBgl (bk7Tk) i ’ 9

log €
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Let us call the two cases Case 1 and Case 2. Let ¢ = C|log 5|_1/2 with C' > 2 be such that all
the balls B; are in B;1(0,¢/2). For any r € (£,0), in view of (4.19), the fact that d; = 1 and
#I = N, we have that deg(u”,0B,.(0,7)) = N.

In Case 2, we may grow the balls B,1 (b, ) further to reach a final total radius | log el 712,
and still all the balls will be included in B(0,¢). We retrieve this way an extra energy

ex (u",0)dvol,. > WZp(ai) log(¢|loge]?) + o(log | loge|).

(4.26) /
B(0,6)\Ug B, 1 (br,r) i€T

Integrating then over circles of radius r € (¢,9), for instance as in Step 2 of the proof of
Proposition 4.2, and using p > 1 — o(1), we also obtain

(4.27) / ez (u",0)dvol,. > (1 — o(1))N?log é
B(0,6)\B(0,¢) 4

Adding (4.25), (4.26) and (4.27), we obtain that

1 1
/ ez (u",0)dvol,. > WZp(ai) log — +mN?logé + mN(N — 1) log 7 + glog |loge|,
UrB, 1 (br:Tr) i€l c
which implies the desired inequality.

Let us now turn to Case 1. We consider the energy in B(0, |loge| ™*)\ U; B(a;, 7). In this
punctured domain, p = 1+ O(]loge|™"/*), so we may use this as a bound from below and get

ez (u",0)dvol,.

/Bgmo, loge| "' /*)\U;B, 1 (ai,r)

> (1 O(|loge| %) /

1 1

— (|du"|§L + —2(]. — |U?7|2)2> dVOng_
B, (0,loge|"/*)\UiB, . (ai,r) 2e
To bound from below the right-hand side we may use the Bethuel-Brezis—Hélein theory with
metric g, for instance as written down in [IJ21, Section 2.2]. This yields

ex (u",0)dvol, .

/BgL (0, loge|~/*)\UiB, 1 (ai.r)
_ 1

> (1—O(]loge| %) (ﬂNlog -+ Wyi(ag,...,an) + 0(1)>
r

where
Wyi(a,...,ay) = —m Z log dist . (a;, a;) +m Z R(a;,a;)
i#] ,J
and
R(z,y) = 2nG(x,y) + logdist . (z, y),
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where G is the Green function, solution of (see for instance [Aub98, Chapter 2])

A, G(z,y) =6, in B,u(0,|log e| 1%
G(z,y) =0 for x € 0B,.(0, |log e|7V8.

Since we know that all a; € BQL(O,C’|log5|_%) we have that R(a;,a;) ~ R(0,0) as ¢ — 0.
Moreover, R(0,0) is easily computed to be log | log 5|71/ ®. We thus have found

ex (u",0)dvol,.

/15sz (0, loge|~/#)\UiB, 1 (a;,r)
1 _
> N log — + WZlog dist,. (a;, a;) + mN*log | loge] Y8 4 o(1).
Y
Finally, we bound from below the energy over B,.(0,0)\B,.(0,|log e|7%). As in [Ser99b,
Lemma A.1], the co-area formula and the energy upper bound yield the existence of ¢ €

[1 — 31— —2| such that H'(Ju"(z)] = t) < Ce|logel®. Since |u"| > 1 — —2— on
|loge| | loge| |loge|
0B;, this implies that the set S of r’s such that {|u"| <t} intersects 0B,.(a;,r) is of measure
less than Ce|loge|’. Using also that p(z) > 1 — O(|z|) and deg(u”) = N, we may now bound

from below

ez (u",0)dvol,.

/BgL (0,6)\U; B, 1 (ai,r)

1 3 27 N)? 5
2—(1— 2)/ 1 —con )drzﬂNQIOg—_l/S—C’é.
2 |10g 5| [[loge|~1/8 ,8]\S 2mr |10g€‘

Here we have optimized by checking that the smallest value of the integral is taken when S is
at the lower end of the interval.
Adding all the results we conclude that

N
/B o) ex (u",0)dvol, > Zp(ai) logg +Ny—m Z log dist,1 (a;,a;) +o(1) — C
U i=1 i

hence the result is proved. UJ

5. DISTANCE OF FILAMENTS TO ['y AND MAIN LOWER BOUND

In this section, we complete the proof of the lower bound part of the main theorem, by
proving the following.

Proposition 5.1. Assume that the smooth simple curve I'y is a unique nondegenerate maz-
imizer of the ratio R. For any € > 0, assume he, = Hgl + Klog|loge| with K bounded
independently of €, and let (u, A) be a minimizer of GL. and (u, A) = (e "=<%0u, A — he Ap).
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Then for any sequence {€} tending to 0, there exists a subsequence such that p(u, A)/2m is
well approximated by a sum of N simple curves I'y,...,I'n, where N is independent of € in the
sense that, for an arbitrarily small § > 0 in the tube coordinates definition,

(log | log el)* (log | log e])?
5.1 T, — p(u, A)|| <o28108°0 T, — pu, A < X251
SN DRURIUR B 2T A o = g
where
(5.2) Q. = {z € Q| dist(z,09) > |loge| >} .

Moreover, the curves T'; converge as e — 0 to T uniformly, and writing T;(t) = To(2(t)) +
w;(t) in tube coordinates as piecewise graphs over Ty, then the rescaled curves

Ti(t) = Tolz(t)) + \/%ﬁi(t)

converge as € — 0 in || - ||« norm to I'f(z) = I'o(2) + @} (z) and

(5.3) GL.(u,A) > h2 Jy+ gLON(N — 1) log hex — 27K Ry Lo N log | log £|

— gLQN(N —1)log N + Wy (T%, ..., T%) + mLoNvy + N*Cq + 0.(1) + Cs0.(1) + 05(1),

where W is as in (1.9). Finally, if N > 1, then max. || @] e > 0.

The proof of this proposition involves several steps, the first goal being to compute a lower
bound for GL.(u, A) up to O(1) in terms of a suitable vortex filament approximation of the
vorticity measure pi(u, A), which then allows to determine the typical distance from the filaments
to I'p, and then improve the lower-bound to o(1) precision.

The first step is to choose the scale ¢ of the horizontal blow-up in a way such that the vorticity
remains concentrated near I'y at this scale (Step 1), which in turn implies (Step 2) that we may
bound from below F(u, A) in terms of the vorticity in the ¢-tube around Ty. In Step 3 we
construct vortex filaments for the tube blown-up at scale ¢ horizontally, and show that the
distance of the vortex filaments to I'y is in fact much smaller than ¢, which allows to apply
Proposition 3.4 to bound from below in a sufficiently precise way F.(u, A). The final step uses
the resulting lower bound of GL.(u, A) and, combining with the matching upper bound, draws
the consequences stated above.

Proof. Throughout the proof we write p instead of p(u, A).
We start with a preliminary claim, that there exists C' > 0 such that for any curve I' with
no boundary in 2 and any vector field X, we have

(5.4) (X, T) | < C|T|| curl X|| .
Indeed, given T, there exists a surface ¥ such that ' = 92N and such that [2| < C|T'|?. Then

(X,I') = / curl X,
>
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from which the claim follows.

Step 1. p is £-concentrated near T'y.
From the nondegeneracy hypothesis and Proposition 3.5, Condition 2.1 is satisfied with
P = 2. Then, from Theorem B applied for instance with o = 3/10, we know that for any £ > 0

there exists Lipschitz curves I'y,...,I'y, with & bounded independently of ¢, and a normal
current I' without boundary in €2 such that for 1 < i < k we have,
C C
(5.5) I = Tolls < ———7, Il = Lol £ ——7
| log €| | log ¢
and such that
~ C
| log €|
Moreover,
N B N B
(5.7) p—2ry Ty—2rl|| , |p—2r ) T;i—27T < C|loge| 2,
i=1 . i=1 F(Q2)

where, since the number £ is bounded independently of €, we have assumed it is equal to some
fixed integer N by going to a subsequence, and where €. is defined in (5.2). (Note that the
log | log ¢| factor in Theorem B, (3) has been absorbed by using a different power for |loge| to
obtain (5.6)).

In particular, as a consequence of (5.6) and (5.4) we have
~ C -
(5.8) Tl € —— Wllre) < —5
|log ¢ |log ¢

From now on, we let

1
(log |logel)?’
Note that the power 2 in (5.9), in (5.7), and in (5.2) is arbitrary, it could be any large number.
We consider coordinates in a neighborhood of I'y as in Proposition 2.2, the coordinate domain
being %5. For carrying out the horizontal blow-up procedure, we need to work in a smaller
neighbourhood of I'y. For convenience we use a cylinder in tube-coordinates.

Let

(5.9) 0=

%, == B(0,7) x (0, Ly).
We let x, be a cutoff function for the cylinder €;: x, is equal to 1 on 6/, and equal to 0 outside
%), its gradient is bounded by C//.
Then, from (5.5) and Lemma 3.5, every I'; is included in a tubular neighborhood of T’y with
radius C|loge| ™™, hence y,I'; = T';. Thus, in view of (5.7), we find that

(log |logel)?

(5.10) I = xe)ulls, (1= xo)ullFeon <C 73

|log el
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and that the same bounds hold for (xs — x¢)u, with a constant depending on 4.

Step 2. Lower bound for F*(u, A). Inserting into the splitting formula (2.2) the definition

(1.7), the fact that he, = HY + Klog|loge| = Jg’fri)') + Klog|loge|, and the minimality of
(u, A) which implies that hZ Jy > GL.(u,A), we find
(5.11) 0.(1) > Fuu, A) — (1%L 4 ke tog (1ogel ) (Bo, )

. € — Lel\ly 2R<F0) g g 05 1) -

But, again using (5.5)—(5.7) and the definition (1.6), we have
(Bo, p) = 2w LoN R(T) + O(| loge| /™),
which together with (5.11) implies that

(5.12) F.(u, A) < wLyN|loge| + O(]loge|*").
It also follows directly from (5.5)—(5.7) that
(5.13) | — 27 NTo |l = O(]log |/,

but to apply Proposition 4.1 on %5, where % is defined in Proposition 2.2, we need to check
instead that the flat distance between p and 27 NT'y tends to 0 with e, which we can prove is
true in €. but not in €.

From (5.5) and Lemma 3.5 we find that each I'; is included in a tubular neighborhood of T'y
—1/14

with radius C|loge| , and that, in tube coordinates, its endpoints have vertical coordinate
0 and Lyg, respectively. Then, Lemma 3.4 implies that
1
1T = Lol 7o) < C|loge| .
Hence, combining with (5.8) and (5.7), we find that
_ 1
(5.14) 0 :=max {||p — 27 NTo|| 7o), | loge] 1} = O(|loge| ).
It follows from (5.14) and (5.12) that we may apply Proposition 4.1 in a subdomain %s° of
%5 obtained by stripping layers of height | log €|72 at the top and bottom. We find that

loge 1
Fj(u, A) > % Xov/g33t12 + TLoN(N — 1) logz —C(1+ glog|logel).
%5°

But, integrating by parts on each slice, by definition of i, we have

/ X5 v/ 933 12 = / d(x5/933) N j(u, A) + x5 /933 dA
€5\ C5° Cs\C5°

1/2
go(/ eg<u,A>) G\ G = 0.(1),
C5\6s°

so that, using also (5.10), we conclude that

£

1 1
(5.15) F(u, 4) > | °2g€| (vep)?® + TLoN(N — 1) log = C(1+ olog logel).
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Step 3. Lower bound for F.(u, A)—hex (Bo, i1). We apply one more time the curve construction
of Theorem A, this time on the cylinder %, equipped with the metric g defined as above by
Gij = 07%g;; if 1 <i,j < 2 and g;; = gij otherwise. We find that there exists a polyhedral
I-current v with no boundary relative to %; such that

C

(5.16) F.(u, A) > ~(|loge| — Clog|loge)|v|s — 0.(1), |l —vep < Tog 2]

1
2

where the || - ||, denotes the norm in the dual space (C’%l(%))* and ¢ may be chosen arbitrarily
large. Here F.(u, A) is defined in (2.11), the integral could in fact be taken over €, but we will
not use this fact.

We also have

C
(5.17) I —vre@. <

|log e

where % is the set of points in 4, at distance at least |log 5]72 from the boundary.

Note that, even though we cannot directly apply Theorem A to the functional F‘E(u, A), since
it involves a non-Euclidean metric, a straightforward modification of the proof in [Rom19b]
reveals that it holds in this case as well. Indeed the proof involves summing lower-bounds on
an appropriate grid of cubes of side-length an arbitrarily large negative power of |loge|. In
our case, we can approximate the metric by a constant metric in each cube, which will thus
be Euclidean after a linear change of coordinate. We can then obtain the desired energy lower
bound and Jacobian estimate in each cube, the errors due to the non constant metric will be
an arbitrarily large negative power of |loge|.

Note also that the lower bound really involves & = /¢, but this only introduces an error
of order |log ¢| which is absorbed in the term C'log|loge|. Also, || - ||« should be understood
relative to the metric g, but it differs from the Euclidean version by at most a factor C/¢? which
does not alter the above bound considering that ¢ is arbitrary anyway.

It follows from (5.16) and (5.13), that

C
(5.18) |lv =27 NTo||.r < 7
|log el
In particular, using (5.4) we have that
1
(5.19) lv|; > rok

Now we recall from (2.12) the relation

CF.(u, A) < CPF(u, A) + F*(u, A).
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Therefore, multiplying (5.15) by (1 — %), using the choice of (5.9) and adding ¢? times (5.16),
we obtain that

(520) Feu, A) > Sflogel ((1 - &) (xen)™ + E1ly) +

1
(1 — ))LoN(N — 1) logE + O (14 £*log | loge]|vg])

where we have used the fact that plog |loge| = o0-(1), in view of (5.14).
Moreover, from (5.10), (5.13) we have in view of (3.4) that

0 _ _
(™ = (X 2ENTa ) + Ol logel /%) = 22N Ly + O loge /)

Inserting this into (5.20) and comparing with (5.12), we find that
(5.21) v|; — 27 LoN < O(£72]loge| ™) = O(|loge|~'/%).

We then let, as in the proof of Lemma 3.5,

9;
X:Xg .

Vv 933

Note that gs3 = gs3. Then from (5.18), (5.19), and (5.21), we have
(5.22)

FQ v > < 27TNFO — V> < 1 1 ) -1/8
X, 20 YN x0T YN X 9n NT) [ ——— — —— ) < O([log | %),
< L 71z < N\ TN, o) < Oosel )

Here we have used the fact that [I'g|; = Lo, that (X,I'g) = Lo and that the left-hand side is
positive: indeed, since || X ||, < 1 and since X restricted to I'y is precisely the unit tangent

< X” 14 > < I = <‘<7 > .

Next, we decompose v as a sum of simple curves {v;};cr, so that

Lo v > ( < Z >> |vils
X,——— = a; 1-— X,— = O[Z‘Ai, o; = .
< Ly |vl; Z |vilg Z v

9 iel iel

The A;’s are nonnegative. We let 78°°d denote those indices for which A; < |log 5]71/ 1% and we
denote {T';};crs0a the corresponding curves. The rest of the indices is denoted ™4 and the
sum of corresponding curves "4, so that

(5.23) v= Y orl;+"
i€good

Then (5.22) implies that the sum of the coefficients o, for i ranging over I’ is O(]log | ~*/*°).

Therefore, since the total length of v is bounded, the total length of bad curves is O(] log 5|71/ 19
as well.



VORTEX LINES INTERACTION IN 3D GINZBURG-LANDAU 57

As for the good curves, that we denote {I';};c ac0a, we have if i € [5°°d that
L'y ¥ > ~1/16
5.24 AZ: X,—— S loge .
(5.24) (X1 ) <llog
Since this is much smaller than ¢? defined in (5.9), we deduce from Lemma 3.5 that the good
curves are included in a tube of radius O(|log £|*/*?) around I'y and that each of their lengths
is equal to Lo + O(]loge|™"/*?). We thus have
(5.25) Tily = Lo+ O(|loge| /%), [v"]; = O(| loge| /")
In view of the estimate (5.18) we deduce that there are exactly N good curves, that we denote
from now on I'y,...,I'y. We recall that from (5.23), (5.25), and and (5.21), |v|; = 20N Lo +

0:(1).
Going back to (5.20) we now express (x,u)” in terms of the curves I';, using the vorticity
estimate in (5.16) and (5.23). Since |v3| = O(1), we find

(5.26) F.(u, A) > |102gg| <(1 — 7 (Z o (0))%° + <ubad>2D> +e2|yyg> +

71— ) LoN(N — 1) log = + O(1),
0

>2D

where we also used the fact that £%log |loge| = o.(1).
Similarly, let us rewrite hey (Bo, ). First we note that, from (5.10) and (5.16),

hex <307 ,u> = hex <X€BO> ,u> + 05(1) = hex <X€Bm V> + 05(1)-
Then, from (5.18) and (5.25) that

N
Z I, — NTy
=1

using again (5.4) to bound [[#**d||,. From the vorticity estimate in (5.16) and since y,By €
CP (%), using (5.10), we deduce that

< C|loge[™",

*

log e al
(5.27)  hex (Bo, j1) = (2|R(grol) +Klog\1ogay) <<X£Bo,ybad> —1—2271' <BO,FZ~>> + 0.(1)
=1

N
7| log €|

= By, I';, - T LoN|1 2rNK (B, T'y)1 I
R(Ty) ;( 0, o) + TLoN|loge| + 27 (By,Tg) log | log €|

+O(|loge| (x¢Bo, ™)) + 0:(1).
Then we substract off (5.27) from (5.26), noting that

N
€2|y|§ = (2 <|I/bad|§ + 27rz |Fz‘|g> )

i=1
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and that, since <1/bad>2D and (B, ") are O(|v"*4|?) — which is a negative power of |log¢|
times |v2] in view of (5.4) — the terms 7|loge|(1 — ¢?) <Vbad>2D and |log | (x¢Bo, v"*!) may
be absorbed in the term 1|loge|¢?[v>*|;. Also, from (5.14) and (5.9) we have that ¢*log(1/0) =
0-(1). Notice that here, the maximization with |loge|™" in the definition of p in (5.14) plays a
key role. We thus obtain (see Definition 3.1)

1
(5.28)  Fi(u, A) — hex (Bo, 1) > mLoN(N — 1)log = — 21K (Bo, o) N log | log €|+
0

N
+7llogel Y Qu(Ty) + e’ logel|*|; + O(1),
=1
for some ¢ > 0.

Step 4. Convergence of blown-up curves. We write I'; as a piecewise graph over I’y as above,
letting I';(t) = To(2i(t)) + u;(t). From (5.24) and Lemma 3.5 we have that ||@;||p~ < ¢ for
every 7. Thus, Proposition 3.4 implies that

(5.29) Qu(Ls) > ||| oo -

It also follows from (5.10), (5.17), Lemma 3.4 applied to each of the curves I'y,... ,I'y with
' =Ty, and (5.4) applied to estimate [|[1**|| 7, ) that

(5.30) o< C <Z ||| L + |Vbad|§> + O((log | log £])?| log e| ™**) + | log | .

(2

On the other hand, by minimality of (u, A), we deduce from the upper bound of Theorem 6.1
and (2.2) that

(5.31) F.(u, A) — hex (Bo, p) < gLON(N —1)log|loge| — 2m K (By, o) Nlog|loge| + O(1).
Let

N
Y = |loge] (Z QL) +€2]Vbad]§> :
i=1

From (5.29), (5.30), and the fact that we have ¢* > [v**|2 in view of (5.25), we get
(5.32) 0*|loge| < CY +o.(1).
Combining (5.28) and (5.31), in view of (5.32), we find

(5.33) gLON(N —1)log + Y < nLoN(N — 1) log +eY <O(1).

1
CY +o.(1)

1
ov/|loge|
It follows that Y = O(1), ¢ < C|loge| "/, and then that for every 1 < i < N, in view of
(5.20),

Qe(T;) < ¢

5.34 ;|| oo < .
( ) ||’LL ”L = = “Og€|

|loge|’
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It also follows that
(log [loge|)*
loge]
If N > 1 then (5.33) implies in addition that o is bounded below by ¢|loge|™"/? and thus, in
view of (5.35), from (5.30) we deduce that

(5.35) WP, < O

c

V/Ilogel
Recalling (5.23), the vorticity estimates in (5.1) follow from (5.10), the vorticity estimate in
(5.16), (5.17), and (5.4) together with (5.35) and (5.23).

~ _ ;
We denote I'; the curve I'; blown up horizontally by a factor @/hNﬂ = % + o-(1), so

(5.36) ma 7] >

that T;(¢) = To(z(t)) + hex7;(t). From (5.34) and Proposition 3.4, there exists a subsequence

{e} tending to zero such that T; converges, for any i = 1,..., N, as £ — 0, uniformly and

as currents, to an H'-graph I'j(2) = Tg(z) 4+ @;(z). Notice that if y/%||@|c — 0, then I;

converges to I'g. Moreover, from (5.36), if N > 1, then max @] L > 0.
_1_

Step 5. Improved lower bound. We return to bounding from below F_(u, A, Us) using (2.13). As

above we denote by v the polyhedral 1-current obtained by applying Theorem B on the cylinder

%, equipped with the metric §. It decomposes as "2 4 18°°d_ where p8°°d = 27 Zfil r;.
From (5.16), (5.23), and (5.35) we find

N
(5.37) F.(u,A) > 7Y |Ty||loge| + O(log | logl).

i=1
Also, we may slice v (resp. ¥8°°?) by the coordinate function 2 defined on Us. This provides a
family of O-currents {v*}, (resp. {(¥8°°9)#},), where 2 belongs to a set of full measure in (0, Ly).
Both v* and (v8°°4)* are sums of Dirac masses with weights belonging to 27Z for almost every
z.

From (5.17), we know that
Ixe(pt = )| 7.y < CC ' loge| ™.

Moreover y,8°°4 = 18°°4 gince, from the previous step (see (5.34)), we know that each T; is
included in a tube of radius O(1/+/|loge|) around I'g. Thus, in view of (5.10), and using (5.4)
together with (5.35) to estimate ||[v"*| z«q.), we find that

(log | log e])®

I — 5 7o) < C 7
|log |3

and then that
log | log ])?

Lo—|loge| 2 (
/ 115, A4) = (5% ey < la(, A) — 15 ) < C :
z=|loge| ™ | logel®
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For any € > 0 we define

7. = {= € [llogel . Lo — [logel ] | 1" — (5 ey < |logel #}. T = 0. L]\ Te
It follows from the above that
(5.38) 7] < Clog |log ])?|log | =

Let z € T.. We claim that, for any € > 0 small enough (depending on z), we have

1
(5.39) / ez (u, A) dvol,. — | 02g€| /2 Xe/933pi12di — TN?log § + 7N(N — 1) log

> Z log |} (2) — @(2)

Pex
9o T Ny +0-(1) + 0s(1),

if @ (2) # u}(2) for all i # j, whereas if i} (z) = @j(2) for some i # j, then

_, N
Xen/933t12dU + TN (N — 1) log 4 / -— = +oo.
DIP

ex

| loge|

lim inf/ ex (u, A) dvol,1 —

e—0

To prove the claim, we consider three cases:

Case 1. If ;.. e (u, A) dvol, > |log 5]3, then, by integration by parts, we have

/ Xev/9g33p12dU = / d(xer/933) N J(u, A) + xo/g33dA < CL (/ ej(u,A) dVO].gL) ,

z z

z

and therefore
|loge| |loge|?

L(u, A) dvol, . — Vzspedi > |loge|® — C——2"1
/ZeE (u, A) dvol,. 5 szg g33pi12dd > |log €| C(10g|log5|)2’

which implies the claim.

Case 2. If 7(N + m)|loge| < [i. et (u, A)dvol, < |loge|’ for some m > 0, we can apply

Lemma 4.1, which provides the existence of points ay, ..., a; and integers dy, ..., d; such that
(5.40) / e (u, A)dvolys > > |dil\/gss(a:) (|loge| — Clog|logel) ,
and
2m Z di0q, — p12dU < C|log 5]73.
‘ F(z7)
In addition, from the definition of 7., we deduce that
QWZdi(SM — (v8ood)? < C|log 5]_%.
‘ F(z7)
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In particular, we have that

7 1
(5.41) / Xev/933pt12dtd = / ng/gg;g(ngOd)Z + O(|loge|™8) = 27N + O(|loge| ™ 2),
EZ

z

where in the last equality we used the fact that gs3 is equal to 1 on the axis z = 0 and that all

good curves are contained in a tubular neighborhood of radius O(|log 5|7%) around I'y.
Hence, combining (5.40) with (5.41), we find

|loge|

/ et (u, A) dvol,. — Xern/93312dU
z Ez
1
> WZ Vv 933(a;)|d;|| loge| — mN|loge| + O(] loge|?).

If >°.|d;| > N, the claim immediately follows. On the other hand, if > |d;| < N, then by
combining m(N +m)|loge| < [i. eX(u, A) dvol,. with (5.41), we find

2

Once again, since m > 0, the claim follows.

| 1
[ et ayavor — B [ i > mlloge| + Ol ogef),
z Zz

Case 3. If [i. el (u, A)dvolyr < m(N + m)|logel, since all good curves are contained in a
tubular neighborhood of radius O(1/4/|loge|) around I'y, we deduce that

|27 NGy — (v&° < (| loga‘]_%,

)ZH]-'(EZ)
(that we also used in (5.41)) which together with the definition of 7 gives
0 = maX{H,uZ — 27N 0o|| (- » | log5|_1} <C| 10g5|_%.

We can therefore apply Proposition 4.3 (choosing m sufficiently small), which provides the
existence of N distinct points aq,...,ay, such that

N
(5.42) / e (u, A)dvoly: > 13" /gs(ar)|loge
z =1

+7N%log § — WZIOgdiStgL(ai —aj) + Nvy+o0:.(1) + os5(1)
i#j
and

(5.43) < Clloge|™,

F(2#)

N
21 Y 0, — paadil

=1
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where s > 0 can be chosen arbitrarily large. In addition, from the definition of 7Z, we deduce
that

< C’|log5|7%.
F(#)

(5.44)

N
2 Z Oa; — (l/gOOd)z
i=1

From (5.44) we deduce that, for any ¢ = 1,..., N, there exists a point, that we denote I'; .(2),
belonging to I'; ., such that

N

: z 00 z -z
ZdlstgL(ai,Fm(z)) < g — (5°Y?|| sy < Clloge| 5.
i=1

From this and the fact that the blown up good curves I'; . converge uniformly to I'}, letting

hex
N

a; denote the point a; blown up horizontally by a factor we deduce that a; converges to

I(2) ase — 0.
Finally, we note that

(5.45) -7 Z log dist . (a; —a;) = —m Z log |a; — a;
i#] i#]

and that, when passing to the limit ¢ — 0 and using the lower semi-continuity of — log, we

have

N
hex + 05<1)7

ge — TN(N —1)log

fim nf —ﬂglog @ — a5, = —wglog [75(2) = T5(2)]gn
1%£] ¥

if @; () # w;(z) for all i # j, whereas if u;(2) = u}(z) for some i # j, then

lim inf _W;IOg |a; — ajlg, = +o0.
i#j

The claim (5.39) thus follows from combining this with (5.42), (5.45) and (5.43).

We next integrate over z € [0, Ly]. We claim that the contribution from 7 is bounded below
by 0-(1), i.e. that

1 1
(5.46) / / ez (u, A) dvol,. ——/ Xey/933pt12dd log —
z€[0,Lo] J¥* 2 Jx- €
1 1
2/ / er(u, A) dvol,. — —/ Xev/93spi2dd log — + o-(1).
267—5 z 2 Yz 19

Let z € (7). We consider two cases. First, if [5,. e (u, A) dvol,r > |log e, then, arguing
exactly as in Case 1., we find that
|logel?

log ¢| 3
5.47 L(u, A) dvol _ Hlogel Va3 i1odil > |1 — 012" >
( ) / ez (u, A) dvo gt 5 .. Xev/g33ph2di > |log el (log |loge|)2 =
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Second, if [;. el (u, A)dvol,. < |log 5|3, we can apply once again Lemma 4.1, which provides

the existence of points aq, ..., a; and integers dy, ..., d; such that
(5.48) / e (u, A)dvolys > 7> " |di|\/gss(a:) (|loge| — C'log|logel)
and

< C|loge|™

2m Z diéai — Mlgdﬁ
i F(z?)

In particular, we have that
(549) / ng/gggulgdﬁ =27 Z dng(CLi)\/ g3g(ai) + O(| log €|_3).
Ez i

Combining (5.48) with (5.49), we find

|log €|

(5.50) / ez (u, A) dvoly. — Xev/9a3pt12dd
z 3,
> WZ Vv gss(ai) (|di] — dix(a;)) + O(log |loge|) > O(log | logel).
Hence, from (5.47), (5.50), and (5.38), we deduce that

/ / (u, A) dvol,. — - / / Xe/Gaspnadi log - > |(T2)1|0(log | log e]) = 0.(1),
z€(Te)® z =) #

which proves (5.46).
Thus, by definition (3.4), in view of (5.10), and the estimate (5.39), we have

1 1 N
(5.51) / / ez (u, A) dvol,. — =(u*”)log = — TN?*Lglog§ + TN(N — 1)log 4/ —
z€[0,Lo] z 2 € hex

> / . <—7r210g |7 (2) — @5 (2)]ge + N7> dz + 05(1) + 0-(1) + Cs0-(1).

i#£]
Adding (5.51) times (1 — ¢?) to (5.37) times ¢*> we obtain, in view of (2.13)

N

(5.52) F.(u,A,Us) > ﬂlogé ((1 — ) (Z (T2 4 (pPd)? ) +£2Z T yg>

i=1

+7N?*Lologd — 7(1 — (*)LoN(N — 1) log

/ze7; (—ﬂZloghL @i(2)

i#]
where we used again the fact that ¢*log|loge| = o.(1).

ex

ge T N7> dz 4 Cs0-(1) + 05(1) + o-(1),
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On the other hand, using (5.27), (5.35) and (5.4) again, we have

1 N
e (Bo. i) = THog el S " (Bo. T — o) + mLoN|log | + 2N K (By, To) log | log ] + 0.(1).

Subtracting from (5.52) we find, as in (5.28)
Dex

(5.53) F.(u, A, Us) — hex (Bo, 1t) > g(1 — ®)LeN(N — 1) log

N
— 27K N (By,To)log|loge| + mLoN*log § + 7| loge| Y~ Qu(T:)

i=1
+ / <—7T Z log |u} (2) — w0} (2)
ZETe 7&
i#]
Using the coercivity of )y from Proposition 3.4 and the upper bound of Theorem 6.1, we deduce

that
/ —WZlogW;‘(z)—ﬂ?(z)b,—i—Nv dz<C
z€T¢ i#j
with C' > 0 independent of € (but depending on §).

We may extract a subsequence {ej}) such that >, |(7;,)¢] < co. From the upper bound

above and the monotone convergence theorem it follows that

lim . (—ﬂzlog @ (2) = @ (2)]g + N’V) dz

i#]j
= / (—w > log i (2) = i;(2)]g. + Nv) dz
ZG[O,L()}

i#]

ge T N7> dz + 0605(1> + 06(1) + 0€(1>7

and the right-hand side is a convergent integral.
Using Fatou’s lemma, dominated convergence theorem, and (3.14), by taking the limit in
(5.53), we are led to

(5.54)
lim inf (Fa(u, A, Us) — hex (Bo, pt) — gLON(N —1)log }jv — 21 KN (By, Ty) log | log 5|)
E—r

N
> 7N?Lylog § + FLONZ Qur) + / (—WZlog |17 (2) — @5 (2)ge + N7> dz + o5(1).
i=1 ZG[O,Lo] i]
There remains to bound from below F_(u, A, Q\ Us). We can assume without loss of generality
that A is divergence free in R?. From (2.2), (5.54), and the upper bound of Theorem 6.1 we find
F.(u, A,Q\ Us) < C independent of N, for every 0. Thus, taking a subsequence if necessary,
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V au is bounded in L?(2\Us) and A is bounded in H'(R3\ Us). Hence, j(u, A) converges weakly
to some j* in L*(Q\Us) and A converges weakly to some A* in H'(R3\Us).
Since (u,A) is a minimizer of GL., it (weakly) satisfies the Ginzburg-Landau equations
(1.3). In particular,
curl(curl A — Hyy) = (fu, Vau)yg in R®.
On the other hand, since (u, A) = (e~ "=x%ou, A — heAy), we deduce that (u, A) is gauge
equivalent to (u, A + hey curl By) (recall that Ag = Vo + curl By in 2), and therefore, it holds
(weakly )in R? that
curl (Curl(A + hex curl By) — Hex) = (1, V At hey curl BoU) X
= (j(ua A) — hex curl BO’“P)XQ
But Ay (weakly) solves
curl(hey curl Ay — He) = — curl Byyg  in R®.
Hence,
—AA = curlcurl A = (j(u, A) + hex curl By(1 — |ul?))xo  in R®.
Since hey curl Bo(1 — |u]?) strongly converges to 0 in L?*(f2), by passing to the limit in the
previous equation we find

—AA* = j*vq in R
Moreover, from (5.13), we find u(u, A) — 27 NTy. Hence, in the sense of distributions, we have
curl(j* + A*) =27 NIy in Q.

Finally, from Proposition 2.1 combined with the lower semicontinuity of the energy and (2.8),
we deduce that

. 1
lllan_gonf (Fe(u, A Q\ Us) + 3 /st&
Combining with (5.54) and (2.2), in view of the definition of Rg (1.8), we have proved (5.3).

1
|cur1A]2) > N?Cq + mN?Lglog 5 + 0s(1).

O

Proof of Theorem 1.1. Theorem 6.1 shows that for minimizers there is equality in (5.3), and
therefore (1.11) holds. To conclude the proof of Theorem 1.1, there remains to optimize over N
integer. From (1.11), we know that the minimal energy of a solution with N vortex filaments,
assuming N is independent of ¢, is given by g.(N) + o(1), where

Gge(N) = fo(N) + min Wy + yLoN
with
f-(N) = h2 Jo + mLoN|loge| — 2rN Lo Rg hex + 7LoN(N — 1) log 4/ % + N%Cy,.

This has exactly the same form as the minimal energy of a solution with N vortex points in
2D; see [SS07, Chapter 12]. Hence, the optimization is identical to that in [SS07, Lemma 12.1
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and Theorem 12.1] and yields that if hex € (Hy — 0:(1), Hy 41 + 0-(1)), then N is the optimal
number of curves. O

6. UPPER BOUND
We now present our upper bound for the 3D Ginzburg—Landau functional.
6.1. Statement of the main result.

Theorem 6.1. Assume € is a smooth bounded domain such that the maximum of the ratio is
achieved at a smooth simple curve I'y which can be extended to a smooth simple closed curve in
R3, still denoted T'y.

For any € > 0, assume hex = H(?l + Klog |loge| with K bounded independently of €, and let
N be an integer independent of ¢.

Define tube coordinates (x,z) € €5 in a neighborhood of Uy using Proposition 2.2. Assume
that for each €, the curves I'i ., ..., I'y. are defined in these coordinates by

(6.1) [ic(2) =To(2) + \/Zﬁz(z),

where u; : [0, Lo) — R? is smooth and independent of .
Then, for any € sufficiently small, there exists a configuration (u., A.) such that

(6.2) GL.(u.,A.) < h2.Jy+ gLON(N — 1) log hex — 27K R Lo NN log | log |
— ZLoN(N = 1)log N + Wy(Ty,...,Ty)

2
+vLoN + N*Cq + 05(1) + Cs0:(1) + 0-(1),
where T';(z) = To(2) + @;(2) and Wy is defined in (1.9).

The upper bound is computed using the velocity field given by the Biot—Savart law (see
Definition 2.1) associated to a collection of N vortex filaments nearly parallel and close to
[y, as € — 0. Outside of a fixed but small tube around T'y, this velocity field will coincide
up to a small error (as ¢ — 0) with the field associated to I'y by Proposition 2.1. However
we must estimate the energy from our construction in the tube, for which we need a simple
enough approximation to our velocity field. The rest of this section is devoted to the proof of
Theorem 6.1.

6.2. Definition of the test configuration. We let u. = e™%q, and A, = he Ay + A,
where (eftex® h . Ag) is the approximate Meissner state. In order to define (u., A.), we proceed

as follows. First, we let 7. := |loge| ™. We then define
1 dist(z, I'; P
— fo ( ist(z, I, )> if dist(z, ) <.
pie(z) = Jo (f) €

1 otherwise.
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where hereafter fy denotes the modulus of the (unique nonconstant) degree-one radial vortex
solution ug, see for instance [SS07, Proposition 3.11]. It is important to recall that, as R — oo,
fo(R) — 1 and

(63) 3 [ (e 2 O v = L riog R o),

where v > 0 is still the fixed constant from [BBH94].
We also define

pe(x) = efhin }pza( ).

On the other hand, we let . be defined by the relation

N
(6.4) Ve =Y Xr,. +Vir,.,
=1

where Xp, _and fr,_ are defined by applying Proposition 2.1" with ' = T'; ..
Let us remark that since curl Zfil Xr,., =27 > T, if o denotes a smooth, simple, and
closed curve that does not intersect any of the curves I'; ., then, by Stokes’ theorem,

N
/ (Z Xr,. + vai,s) = 2mm, for some m € Z.

i=1
This ensures that . is a well-defined function modulo 2.

We finally let

ue() = pe(r)e# )

2) =3 Ar (@)

where, once again, Ar,, is defined by applying Proposition 2.1 with I' = I"; ..

and

6.3. The difference between the covariant gradient and the gradient is negligible
in T5(I'y). Hereafter, T5(I'g) denotes the tube defined in Proposition 2.2. A straightforward
computation shows that

|vAgu5|2 - |vu6|2 = Pg (|A6|2 - QVSDE : As) .
Let p < 2 and ¢ > 2 be such that % + % = 1. From Holder’s inequality, we deduce that

/T(F | IV auel® = [Vuel?| < VAT iy roy) + CINV: oo 1 Ael Loy o)) -
s\to

ITo be precise, fr... is defined in the proof of the proposition.
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Since A, € WQ’%(Q), from Sobolev embedding it follows that A. € L"(Q2) for any r > 1.
Moreover, V. € L"(Q2) for any r < 2, which follows from Proposition 2.1. Hence, from
Holder’s inequality, we deduce that

(6.5)

/T(F ) Vauel = [Vuel*| < ClAc] uyroy < CIT5(To) 2 || Acll 2aryry)) < €5
s\1o

for any ¢ > 2. The constant C' depends on ¢ and blows up as ¢ — 2 and as ¢ — oo. By fixing
its value, we ensure that the RHS is o5(1).

6.4. Energy estimate in small tubes around the curves. We first smoothly extend I'; .
to a smooth simple closed curve in R*, which we denote fi,e. The extension is supported in
the complement of €2, without intersecting its boundary. We have considerable freedom in
choosing this extension, except that Fw must intersect 02 transversally, so that we can apply
Proposition 2.1 with I' = T, - We then consider the tube TTE(Fz ¢) of radius r. around T; &, and
its restriction to €, that is, T, (I';.) := {z € Q : dist(z, ;) < r.}. We claim that

1 1 .
(6.6) -/‘ Va2 + — (1 — [ue2)? < 7|Ts. | log = + ~|Tsa| 4+ 0.(1),
Tre (i) € €

where v is the constant that appears in (6.3).
To prove this we proceed as follows. First, given a point in 7, (I';.) we denote by pr, _ its
nearest point on I'; .. We then define

D, = {p eT.(Tie) | pr,. = Fi(z)} :

Observe that D, is a disk in R? centered at T'; .(z) with radius r.. We now appeal to (2.4),
which yields that

hic(p) = X, () = Vi, (0) € 17 (T (T:))
for any ¢ > 1, where
br,. — D
A T
Here, 7, (pr,.) denotes the tangent vector to I'; . at pr, ..
Once again, from the proof of Proposition 2.1 we know that fr, . € W"(Q) for any ¢ < 4
and i = 1,..., N. Then, recalling (6.4) and using Hélder’s inequality, we deduce that

X TFi,s (pri,s ) °

2 2

N N
(6.7) / V. — > Yr,. =/ hje+V fr,.
Ty (T ; ’ Ty (T ; ’
N 2 )
1 2z
< | (Tie)|? Z hje+ Vir;. <Crd.
7j=1

L3(Tre (Tie))
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In addition, note that for a.e. p € T,_(I';.) and j # i, we have (recall (6.1))
|Y](p)| < |pFi,6 _p| < Te

Yip)| ~ Ipr,. —pl ~ \/|10g5\'

2 2
2 2 Te
= pelYr, 7|1+ 0| ——=
/1‘11"5 (Fi,s) ( | log 8’

(o)) [ .
[loge[ ) ) Jr. i) ’
.7) and (6.8), we then deduce that

1 1 1
/ (w + ol - rusr2>2) -5/ (\WEF LRVl L1 ) )
Tre (Fi,a) 2 Ty, (FLE) €

1 r 1 2
=|-+0(—— / (V52+ Ve, )P+ (1 — 52)+O rd).
(2 ( *|1oge|)> o TP 2R 551 = 2) (?)

On the other hand, by change of coordinates, we have

1
o) [ (rwﬁ e N R pz>2)
T (L) 2e

T el .
— / (/ (‘Vl)e‘Q + P§|YFZ~5 2 —2(1 - ,05)2> ]Jac(gb)\da:dy) dz
0 D:NQ i 2¢

‘Fi,e‘ 1
< / </ (|Vpa|2 + P§|Yri,a|2 + ﬁ(l — p5)2) |Jac(gb)|dxdy> dz,
0 D,

where ¢ : D, x (0,|T;.|) — R? is such that

¢ (FLE(’Z) + (.’L’, Y, Z)) = Fi,s<z) + .’ﬂUl(Z) + y’UQ(Z)
with (v1(2),v2(2)) orthonormal and such that vy (z), v2(2) are perpendicular to I'; . and smooth

with respect to z. Notice that here we used the fact that D, =T'; .(2) +D(0,r.), where D(0, r.)
denotes the disk in R? centered at 0 and with radius r.. Observe that

[Jac(¢)| = [det(I . + zvi(2) + yvy(2), v1, v2)| = 1+ O(re).
Hence, by combining this with (6.9) and (6.10), we deduce that

1 1 2
(6.11) -/ (|Vu5|2 el |u8|2)2> +0(r2)
2 )50

Te

1 T ICiel
<2 <\/@)> 0 . | p‘ IO’ I,

We then deduce that

(68) / pE ZYFJE
Tre 16) ] 1

2

=2

Using (

(6.9)

N | —

1
2 22
+ 2&2(1 — p) ) dxdy) dz.
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To compute the integral over D, we use polar coordinates centered at I'; .(z). Letting r denote
the distance to this point and € the polar angle, we have

o' (2)] o' (2] _1ve| —
Vorlo)| = S 197l = ey and Vo] = (90 =

It follows that

O O A 1O Y
=27 7 T SRR e ds,
/0 fo(Z)" s2fo () 2 ( fo (%) > -

where in the last equality we used the change of variables r = es. Finally, using that
lim,._,o fo (TE—E) = 1, since lim._,o %= = +o0, from (6.3) we obtain

1
(19024 2185 P 4 550 %) oy =2 (g™ 49+ 0.1).
D
Inserting this in (6.11), we obtain (6.6).

6.5. Energy estimate in the perforated tube. We consider the perforated tube T,fi =
T5(To) \ U~ T;.(Ts.). In this region we have p. = 1, and therefore

1 1 1
Bt =g [ (190 - P2 = [ 19k

Te

Arguing as when obtaining (6.7), we find

N 2
/T5 v@e_jzlyfj,e

Te B L
which yields

2
<|T 3

Zhja"i_vff‘]g Zhja"i_vffjg

7j=1

Te

L3(T2,)

Lo
(6.12) E.(u,T)) = / ZYFJE + 05(1 / / ZYFJE
T2 E.NTY. =1

where in the last equality we used the coordinates we defined in Section 2.5.
In order to estimate the integral on the RHS, we proceed in several steps.

Vgazdvol,. + o5(1),

Step 1. From g* to the Euclidean metric. Given z € [0, Lo], we define IT : £, — (I'y(2))* be
the orthogonal projection of ¥, onto the perpendicular plane to I'j(z). Observe that DII(I'y(2))
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is the identity map from (I'y(2))* to itself, and, therefore, IT™! is well defined (for any sufficiently
small ¢) and such that DIT7'(0) is the identity map from X, to itself. Moreover

(6.13) |DITH(0) — DI (@) [0 < Ca]

for any ¢ sufficiently small. In particular, for any x,y € (I'y(2))*, we have
(6.14) MY (z) =T (y) =2 =y + O (|lz =yl (|2 +[yl)) -
Let us now observe that, since g33 = 1 on I'y, for any p € 3, we have

g33(p) = 1+ O(dist(p, I'y)).
In particular, if p = IT7!(z), using (6.14), we obtain

(6.15) g33(IT7 () = 1+ O(dist(IT 1 (), Tg)) = 1 + O(|=|).
Moreover, using again (6.14), we deduce that
(6.16) (IT71)*(g) (x) = Euclidean metric + O(|z]),

where (IT"1)*(g+) denotes the pullback of g+ by IT~1.

Step 2. Projection on I';.. Let p € ¥.. Recall that pr,. denotes the projection of p on I';..
Noting that I'; .(z) = I';. N X, we also define d; = |[p — pr, .|, di. = [p — Tio(2)|.
Notice that we can write pr,, = T’ ie(z +m;) for some n; € R, which we now proceed to

estimate. From Taylor’s expansion we have

(6.17) pr,. — Die(2) = T (2) + O(nf)
and

(6.18) pr,. = Lie(2) = mli (= + m) + O(np).
which, in particular, implies that

(6.19) [pr,. = Tic(2)] =07 + O(x}).

On the other hand, by definition of pr, ., we directly have

(62()) (p - pri,s) ' Fg,s(z + Th) =0.

Moreover, we also have

/ o di,z 2
(621> (p - Fz,s(z)) ’ Fz’,s(’Z) =0 (\/m + dz,z) :

Indeed, this follows from the following facts. First, if we let v denote the normal vector to >,
at [';(z) (with X, oriented according to I'} _(z)), we have that

1 1
t(2)=T{z2)+0| —— | =v+ 0| — | .
Fw( ) =Tol@) + < |log5\> * ( |10g5|>
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Second, since 3, is smooth and p,[';.(z) € ., we have

(p—Tic(2)) v =O0(lp — Tic(2)]*) = O(dL..).

Therefore
! |p—Fi5(Z)’ d 2
—li(2) 1i.(2) =(p—Tic(2) v+ O | —F———— | =0 | —=+d; .
(b= Tie2)) Thule) = (0= Ticl)) v ( “Ogd) (|10g€|+ )

Observe that
(6.22) df = |p—Ti.(2)+Tic(2)—pr,.
and

(6.23) di. = |p—pr,. +pr.. —Tic(2))* = & + lpr,. = Tic(2)* +2(p = pr,.) - (. — Tie(2)):
Using (6.20), we can write

P =di +pr,. —Tic(2)]" =2(p—Tic(2)) (pr,. —Tic(2)).

ie(2) = mili (2 4+ i) + 0l (2 + i)
i75(2> - T]”Lri,g(z + nz)) )

(p _pri,s> : (pFi,e - F%E(Z)) = (p _pFi,s) : (pFi,e -
= (p—pr,.) - (pr,. —

which combined with (6.18) yields
(6.24) (p—opr..) - (pr.. —Tic(2)) = O(nFdy).

On the other hand, we can write

(p - Fi,a('z)) ' (pri,s - er(z))

r
r

= (p—Tic(2)) - (pr,. = Tic(z) = mili(2) + mil'i ()
= (P —Tie(2) - (pro. = Tic(2) =0l .(2)) +0i(p = Tie(2)) - T (2),
which combined with using (6.21) and (6.17) yields

(p—Tic(2)) - (pri,g —Tlie(2)) = O(ngdi,z) + ;0 (\/d—i + d2 ) .

| loge|
Finally, by adding up (6.22) with (6.23), and using (6.19), (6.24), and (6.21), we deduce that

diz
(6.25) n=0—E=+d}.|.
VIoge[ "

Step 3. Estimating Yr,, on X, N T,fi. Let p € ¥,. From (6.25), we know that

p = Tic(2)| 2
T, —Figz =0 : _Fisz
pri. — Tusl) ( b ,<>|)

and therefore

(626) bri. =P = Fi,a(z) —p+ @] <|p ¢ ( )|

W‘Hp [ic(z )|>-
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We now define x = II(p) and z_ = II(I'; .(2)). From (6.14), since |z} | = O <\/110_g5|>’ we have

1
Looz) —p=af, — o+ O [ fe| + —— | e, — 2] ],
| VToge] )

which combined with (6.26) yields

pri. —p=u;,—x+0 Mﬂxfa—x\? + O | |2z, — 2| | |=| + 1
’ ’ V| log | ’ * Moge]|
F.—
<6'27) - wiﬁ —z+0 (’xlz,a - x‘Z + ’xzz,a - mel + —| d |) .

In particular, we have that

(6.28) Tie(2) = pl = Olpr... = pl) = O(|z7. — ).
In addition, from (6.27) we find
1 1

_ 2 = 2
pr. =l |wf,g—wl2+0(|xf,g—frl3+|xf,g—x|2|xl+u)

\/|loge|

1 1

1+0 (|91:;i5 — x|+ |z| + \/|110_gz-:|>

1 1
6.29 = (1+0(|e5 —a| + 2| + —— ) | .
( ) ’xfys_$|2< <| ’ [+l \/|10g5|>>

On the other hand, from Taylor’s expansion, we deduce that

Fie(z+m) = Ti(2) + O(pr,. = Tic(2)]) = +O(lpr.. = Tic(2)]).

1
()40 [ ———
Fol2) + <\/|1oga|)

Therefore, using (6.25) and (6.28), we find

1
o (e ) =T (2 +m) = T(2) + O | ——m + |27 — af? ).
r,.(pr,.) Sz 4m) =To(2) Tos ] |z} |

Finally, from this, (6.27), and (6.29), we find
(6.30)

_opr. D (g —a)t
Yri,a(p) - |pFi,e _p|2 X TFi,E(pFi,e) - |$f,s _ |2 +0

where we recall that x7_ — 2 = II(I'; .(2)) — I(p).

1 B
1+ + :
( a7, — al/Tloge] |5 - :cl)
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Step 4. Combining the previous steps. Let z € [0, Ly]. By change of coordinates, we have

N
/E TS ZYFJ"E

re | j=1

2

\/ ggngOIQJ_

/ZOT

d(TI™1)*(voly. ) (z) = (1 + O(Ja]))dw
On the other hand, from (6.27), we deduce that

D (.I (1 - 05(1))) C H(Ez N TTE (Fz,e))

933 d VOl L)( )

_]S

From (6.16), we find

and
(X, NT5(TCy)) € D(0,5(1 + o05(1))) .

In particular,
I(Z N T7) € AL(2) = D (0,5(1 4 05(1))) \UX, D (7. r-(1 = 0(1))) .

From the previous estimates and (6.15), we then deduce that

N 2 N
(631) / Z YF]',E A /ggngOng_ < / Z ij’a (Hfl (.I'))
=078, |55 A2 (2) |j=1

On the other hand, for x € A? (z), using (6.30), we have

2
ZYFJS _1

(14 O(l=[))

2

(14 O(Jz|))dx

2

(1+0(|«])

— Z—+O 1+ ! — + 12
jil |x§,€ - l‘|2 |l‘§,£ - l‘| |10g6| |J:§75 - 'Il
P& 1 1 ||
xXr
(6.32) =) E—1 +) 0| — + + 1 +1].
2 s ot Z 5=l oz, —aP2y/Tloge]  I7. — P

Let us now observe that

N
1
6.33 E / (—+1> dl’:O(52,
( ) j=1 Ad_(2) |‘TJZ'7€ - ‘Tl ( )

which directly follows from the integrability of the integrand in compact subets of R2.
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On the other hand, from a direct computation, recalling that r. = |loge| ¢ for some ¢ > 0,

it follows that
Z/ d.CE— O(log |logel),
A9_(2) ‘x] €

and therefore

(6.34)

R 1
_— ———dx = o.(1).
\/|10g€| ;/Aés(z) ‘Iie—IP ’
In addition, we have
N

Z/As o \xﬁ—xvd”::; (/

1 Te

|5

1
() 175 — | a5 () |25 — 7

Since |2% | = O <\/ﬁ), from (6.33) and (6.34), we find

(6.35) Z/ = _de:E:O((Sz)—l—Og(l).

7‘

By using (6.32), (6.33), (6.34), and (6.35), from (6.31) it follows that
2

N 2 N 1
ri.—x
(6.36) / ZYFN V/gs3dvol, . g/ (| - >|2 dz + 0(6%) + 0.(1).
EZQT,;.;E j=1 A;EE(Z) 7j=1 xj75 x
Step 5. Renormalized energy. We claim that
N z 1 2

1 T, — X

)=

2Ja5.2) = |75 — =

1
(6.37) =—7 Z log |z}, — x5 _| + 7N log - +7N?1ogd + 05(1) + Cso.(1) + 0.(1).
i,j=1 ¢
o
To prove this, we consider
N
— Zlog |z — 27|,
i=1
which satisfies
N
(6.38) —AD: =27 5,: inR%
=1
Notice that
N 2
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In addition
1 ((L’ - ‘Ti,s
IVOZ(2)] = [V-@Z(z)| = Zm :

=1

Therefore
N z 1 2
1 / (mje - JZ) 1 / 2
5 . dr = 3 [V@Z(z)|"dx
2 Jas. () ; |25 — a[? 2 Jas )
=——/ —A@j@jdw—l——/ 8 =dS(x)
2 J a3, 2 Jous () = Ov
1 500 .0
(6.39) :-/ O —=dS(x ——Z/ &2 =—=dS(z),
2 0D(0,6(1+05(1 v aD e (1— 05(1)) ov

where we used integration by parts and (6.38).
To estimate the first integral in the RHS of (6.39), we observe that, for

x € 0D (0,0(14 0s(1))),

we have
N z EDORN]
OE(x) = — ; (log% + log ]az\) = —Nlog|z| + O (%)
and
O () :_i v — i, 'iz_i(i+;g;€.x— |xf’€‘2) _ N, (\/@> |
v — o —ai * x| |z foflr —af |z 62
Hence

(6.40)

),
2 Jop(os(1+os(1))) OV

logd+/|1
= N?logd + 05(1) + O ( 080 5| o8¢l + |1O(§€|> = 1N?log§ + 05(1) + Cs0.(1).

We now proceed to estimate the second integral in the RHS of (6.39). Note that, for x €
OD (x7.,7e(1 — 0:(1))), we have

N
|z — 3]
Qi (z) = —log |z — 7 | — Z <log —|x% — ;j | +log |z7 . — 7 |
1 2,€ J,€
i

N
r.
10g|x_'rz€|_ 10g|l’z€—$€|+0<—>
; ! V| logel

JFi
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and
N z z
8@;(53) o Z x_'r]s T — T
8V le |x_xj&‘|2 |l‘_$ia|
N
1 r—x%) (x — 1
s ey nnd ) L L (o))
‘$—$i7€’ j=1 |x_'rj,6| |‘T_xi,e‘ \V4 |10g5|
J#i
We then obtain that
N

1 / 0P* relogre

= O:—=dS(z) =mlogr. +m Y loglzi, — 23| +0 | —= | +0:(1)

2 Jop (a7 _re(1-0.(1))) v ) ; ’ ” V| log e :

i
and thus
1 0Pz Y
(6.41) —= / ®>—=dS(r) = —7Nlogr. — 7 Z log|z;, — o5 | + o-(1).
2 i=1 aD(xf,evTS(l_Os(l))) v ij=1
i

By inserting (6.40) and (6.41) into (6.39), we obtain the claim (6.37).
On the other hand, since
Die(2) =17 (z7.) and Tje(z) =TI (z,),

for i # j we have that

1
distys (Tic(2), Te(2)) < / IDIT (a7, + t(j. — 27.)) (25 — 2i.) lldt,
0
which combined with (6.13) yields
distys (T32(2),T5(2)) < (14 Oz, + a2 D), — o7,

J€ i€
The concavity of the logarithm function then implies that

—log |7}, — a}| < —logdist,s (Tic(2), Ije(2)) + O(|zic| + O (I25.)))

J

(6.42) < —logdist,. (I'io(2),I.(2)) + O <;> :

V| logel

7



78 CARLOS ROMAN, ETIENNE SANDIER, AND SYLVIA SERFATY

Finally, by combining (6.36) with (6.37) and (6.42), we find

2

N z 1
1 (:E'a - l.)
(6.43) —/ Yook T de
2 AL (2) |51 ’x]}E B ]J|2

N
1
< -7 Z log dist,. (T';c(2),Tje(2)) + 7N log — + 7N?log § + 05(1) + Cs0.(1) + 0-(1).
i,j=1 €
i#j

Step 6. Conclusion. By integrating from z = 0 to z = Ly (6.36) and (6.43), and combining
with (6.12), we find

(6.44) E.(u.,TY) < WZ/ logdist,. ([ -(2),c(2)) dz
4,7=1
i#j

1
+ 7N Lylog — + 7N?Lolog 6 + 05(1) + Cs0.(1) + o-(1).
T

£

6.6. Energy estimate far from I'j. We now work in Q\ T5(I'y). In this region p. = 1 and
therefore, using (6.4), we find

N
Z XFi,e + v-fFi,e R R

=1

Vaue| = |V — A| = ie |

where in the last equality we used once again Proposition 2.1. Hence

1 1 1
L;::-/ \Vau? + — —p2)2+—/ | curl A, |?
2 Jo\TyTo) o2 2 Jps :

N

-
2 Jo\Ts o) Z

i=1

2

jFi,S

1,

+1/
2 Jgs

From (2.5) and the explicit formula (2.3), which yields a control on || Xp,  — Xp|| 12(O\T5(T0))

we deduce that, for any e =1,..., N,
[P JF0HL2 (\T5(To)) + | Ar... AFOHHl ®3) S Cs0:(1),

which combined with the previous equality yields

1 . 1
Isy=N?(= o>+ = [ Jewrl Ap, |* ) + Cso.(1).
2 2
O\Ts(To) R3

Recalling (2.8), we obtain
(6.45) Is = N?Cq — tN?Lglog d + 05(1) + Cs0.(1).
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6.7. Vorticity estimate. Let B € C%l(Q). Observe that, by integration by parts, we have
646) [ pluecA) B = [ cwnlliun A) + A0 B = [ (e A) + A4 cunt B
Q Q Q
= / P2V, - curl B + /(1 — pHA. - cwrl B
Q Q

= / V. - curl B + /(1 — p2)(A. — V.) - curl B.
Q 0

Let ¢ < 2. Recall that A. — Vp € L9(Q), therefore, letting p > 2 be such that % + % =1, by
Holder’s inequality we have

Aﬂ—@%%—V%WWﬂ4SHWHWmmN&—V%MmMO—ﬁWmm

< Clleurl Bl (1 = )l
< C| curl B[ oz Be(fuc)
(6.47) < curlBHLoo(Q)8%| log el
where we used that 1 —p? € [0,1], p. =1 in Q\ UY,T,_(T;.), and (6.6).
On the other hand, using (6.4), we have

N N
(6.48) / V. -curl B = Z/ (X, + Vfr,.) curl B= Z/ curl Xy, - B
Q i=1 Y9 i=1 7

where the last equality follows from integration by parts. Finally, since curl Xr,, = 27l
from (6.46), (6.47), and (6.48), we deduce that
< Cev |log £|,

ue, — 27 Z |
(Rt ()

for any p > 2, where C' is a constant that depends on p and blows up as p — 2. We observe
that the same estimate holds for the flat norm.

(6.49)

6.8. Putting everything together. By putting together (6.5), (6.6), (6.44), and (6.45), we
obtain

N Lo
(ue, A Z<W|Flg|log—+7|na| Z/ logdist,: (I';(2),I'jc(2)) dz
i=1 i,j=1
i#]

1
+7NLglog— +7N?*Lglogd + N?Cq — nN?Lolog § + 05(1) + Cs0.(1) + 0.(1).
r

£
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From the computations in the proof of Lemma 3.2, we have

1
‘Fzs’:LO—’_O )
’ | loge]

which yields (recall that r. = |log | ™%

1
WZ II';.c|log e +7TNL010g— = 0.(1)

=1
and that y|['; .| = vLo + 0:(1). Hence

Lo
(6.50) F.(u, A. <7T|1ogg|2|r,g| WZ/ log dist, . (T (2), Ty.(2)) dz
i,j=1 0
i#£]

+yN Ly + N?Cq + 05(1) + Cs0-(1) + 0-(1).

Recall that u. = eex®y_ and A, = A, + heAg, where (eex% h Ag) is the approximate
Meissner state. By inserting (6.50) and (6.49) in the splitting formula (2.2), we find

GL.(u., A.) < h? J0—|—7r|10g5|2|1“m| —WZ/ logdist,: (I';(2),['(2)) dz
3,j=1
i
N
+YNLy+ N*Co = 27 Y hex (Bo, T} + 05(1) + Cs0-(1) + oc(1).
i=1
Since hoe = 1221 4 K log loge], & K >0, we have that
ince hexy = og |logel, for some K > 0, we have tha
2R(F) 61508
27‘(2}16)( By, T, —7r|log€\2(|f‘za| )+27rK10g|log5| (B, ZE>)

—ﬂ\logs\Z]Fm Lic) +27rKN10g\10g5](Bo,Fo>

1
where in the last equality we used the fact that (Bo,T';.) = (By, o) + O (ﬁ) (which
oge

follows from Proposition 3.2). Hence

Z/ Ologdlst (Fie(2), T 2(2)) dz

i,7=1
i#£]

+yNLy+ N*°Cq — 2r KN log |loge| (Bg, To) + 05(1) + Cs0.(1) + 0.(1).

R(T
GLc(u., A.) <h2 Jy + 7|loge| Z 1Y <1 — )
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Moreover, from Lemma 3.2, for any ¢ = 1,... N we have

1 N 1
ex oge|?
1N 1
=R([y) = z-—Q (W) +O | ——= |,
2 hex [log e

which combined with the fact that |I'; .| = Lo + 0-(1), yields

7r|log€\Z]F,5 (1—?{((1;)> LONZQ )+ o0:(1).

Finally, by observing that

- Z/ logdist,: (I';c(2),[c(2)) dz = —7 Z/ log |t;(2) — (2)|g.dz

i,7=1 i,7=1
i#j i#j
s
+ ZLoN(N = 1)lo (1),
we obtain (6.2). The proof of Theorem 6.1 is thus concluded. O
REFERENCES
[AB98] L. Almeida and F. Bethuel, Topological methods for the Ginzburg-Landau equations, J. Math.

[ABMOG6]

[ABOOS]
[ADO3]
[Af£06]
[AJ03]

[AKO07]
[ARO1]

[Aub9g]

[BBHO4]

Pures Appl. (9) 77 (1998), no. 1, 1-49. MR1617594 16, 13, 14, 38, 46, 47, 49

S. Alama, L. Bronsard, and J. A. Montero, On the Ginzburg-Landau model of a superconducting
ball in a uniform field, Ann. Inst. H. Poincaré Anal. Non Linéaire 23 (2006), no. 2, 237-267.
MR2201153 14, 36

G. Alberti, S. Baldo, and G. Orlandi, Variational convergence for functionals of Ginzburg-Landau
type, Indiana Univ. Math. J. 54 (2005), no. 5, 1411-1472. MR2177107 16

A. Aftalion and I. Danaila, Three-dimensional vortex configurations in a rotating bose-einstein
condensate, Phys. Rev. A 68 (2003Aug), 023603. 111

A. Aftalion, Vortices in Bose-FEinstein condensates, Progress in Nonlinear Differential Equations
and their Applications, vol. 67, Birkhduser Boston, Inc., Boston, MA, 2006. MR2228356 14

A. Aftalion and R. L. Jerrard, Properties of a single vortex solution in a rotating Bose Einstein
condensate, C. R. Math. Acad. Sci. Paris 336 (2003), no. 9, 713-718. MR1988308 14, 11

S. V. Alekseenko, P. A. Kuibin, and V. L. Okulov, Theory of concentrated vortices, Springer,
Berlin, 2007. An introduction, Translated from the 2003 Russian original. MR2398034 115

A. Aftalion and T. Riviere, Vorter energy and vortex bending for a rotating Bose-Einstein con-
densate, Phys. Rev. A 64 (2001), 043611. 12, 5, 11

T. Aubin, Some nonlinear problems in Riemannian geometry, Springer Monographs in Mathemat-
ics, Springer-Verlag, Berlin, 1998. MR1636569 151

F. Bethuel, H. Brezis, and F. Hélein, Ginzburg-Landau vortices, Progress in Nonlinear Differential
Equations and their Applications, vol. 13, Birkh&user Boston, Inc., Boston, MA, 1994. MR1269538
14, 5,10, 13, 14, 17, 38, 45, 46, 49, 67


http://www.ams.org/mathscinet-getitem?mr=1617594
http://www.ams.org/mathscinet-getitem?mr=2201153
http://www.ams.org/mathscinet-getitem?mr=2177107
http://www.ams.org/mathscinet-getitem?mr=2228356
http://www.ams.org/mathscinet-getitem?mr=1988308
http://www.ams.org/mathscinet-getitem?mr=2398034
http://www.ams.org/mathscinet-getitem?mr=1636569
http://www.ams.org/mathscinet-getitem?mr=1269538

82

[BBOO1]
[BCS57]

[BJOS12]

[BJOS13]
[BRYS]
[Bra02]
[BS99)]

[CJ17]

[DDPMR22]

[DG9Y]
[DS18]
[DVR25]
[Fed69)]
[FHSS12]

[1J21]

[Jer99]

[TMS04]

17502]
[Liel3]

[Lon50]
[LRO1]

CARLOS ROMAN, ETIENNE SANDIER, AND SYLVIA SERFATY

F. Bethuel, H. Brezis, and G. Orlandi, Asymptotics for the Ginzburg-Landau equation in arbitrary
dimensions, J. Funct. Anal. 186 (2001), no. 2, 432-520. MR1864830 12, 5, 12

J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Theory of superconductivity, Phys. Rev. 108 (1957),
1175-1204. 13

S. Baldo, R. L. Jerrard, G. Orlandi, and H. M. Soner, Convergence of Ginzburg-Landau functionals
in three-dimensional superconductivity, Arch. Ration. Mech. Anal. 205 (2012), no. 3, 699-752.
MR2960031 14

S. Baldo, R. L. Jerrard, G. Orlandi, and H. M. Soner, Vorter density models for superconductivity
and superfluidity, Comm. Math. Phys. 318 (2013), no. 1, 131-171. MR3017066 14

F. Bethuel and T. Riviere, Vortices for a variational problem related to superconductivity, Ann.
Inst. H. Poincaré Anal. Non Linéaire 12 (1995), no. 3, 243-303. MR 1340265 15

E. H. Brandt, Vortices in superconductors, Physica C: Superconductivity 369 (2002), no. 1, 10-20.
111

F. Bethuel and J.-C. Saut, Travelling waves for the Gross-Pitaevskii equation. I, Ann. Inst. H.
Poincaré Phys. Théor. 70 (1999), no. 2, 147-238. MR1669387 149

A. Contreras and R. L. Jerrard, Nearly parallel vortex filaments in the 3D Ginzburg-Landau equa-
tions, Geom. Funct. Anal. 27 (2017), no. 5, 1161-1230. MR3714719 12, 5, 6, 11, 12, 28

J. Davila, M. Del Pino, M. Medina, and R. Rodiac, Interacting helical vortez filaments in the three-
dimensional Ginzburg-Landau equation, J. Eur. Math. Soc. (JEMS) (2022). Published online first.
15

P. G. De Gennes, Superconductivity of Metals and Alloys, Advanced book classics, Perseus, Cam-
bridge, MA, 1999. 12

M. Duerinckx and S. Serfaty, Mean-field dynamics for Ginzburg-Landau vortices with pinning and
forcing, Ann. PDE 4 (2018), no. 2, Paper No. 19, 172. MR3973142 139

M. Diaz-Vera and C. Romén, First critical field in the pinned three dimensional Ginzburg—Landau
model of superconductivity, 2025. Available at https://doi.org/10.48550/arXiv.2507.10915. 19

H. Federer, Geometric measure theory, Die Grundlehren der mathematischen Wissenschaften,
Band 153, Springer-Verlag New York Inc., New York, 1969. MR0257325 144

R. L. Frank, C. Hainzl, R. Seiringer, and J. P. Solovej, Microscopic derivation of Ginzburg-Landau
theory, J. Amer. Math. Soc. 25 (2012), no. 3, 667-713. MR2904570 13

R. Ignat and R. L. Jerrard, Renormalized energy between vortices in some Ginzburg-Landau models
on 2-dimensional Riemannian manifolds, Arch. Ration. Mech. Anal. 239 (2021), no. 3, 1577-1666.
MR4215198 113, 39, 50

R. L. Jerrard, Lower bounds for generalized Ginzburg-Landau functionals, STAM J. Math. Anal.
30 (1999), no. 4, 721-746. MR1684723 15, 38

R. Jerrard, A. Montero, and P. Sternberg, Local minimizers of the Ginzburg-Landau energy with
magnetic field in three dimensions, Comm. Math. Phys. 249 (2004), no. 3, 549-577. MR2084007
14

R. L. Jerrard and H. M. Soner, The Jacobian and the Ginzburg-Landau energy, Calc. Var. Partial
Differential Equations 14 (2002), no. 2, 151-191. MR1890398 15, 7

G. M. Lieberman, Oblique derivative problems for elliptic equations, World Scientific Publishing
Co. Pte. Ltd., Hackensack, NJ, 2013. MR3059278 117

F. London, Superfluids, Structure of matter series, Wiley, New York, 1950. 137

F.-H. Lin and T. Riviere, A quantization property for static Ginzburg-Landau vortices, Comm.
Pure Appl. Math. 54 (2001), no. 2, 206-228. MR1794353 12, 5, 12


http://www.ams.org/mathscinet-getitem?mr=1864830
http://www.ams.org/mathscinet-getitem?mr=2960031
http://www.ams.org/mathscinet-getitem?mr=3017066
http://www.ams.org/mathscinet-getitem?mr=1340265
http://www.ams.org/mathscinet-getitem?mr=1669387
http://www.ams.org/mathscinet-getitem?mr=3714719
http://www.ams.org/mathscinet-getitem?mr=3973142
http://www.ams.org/mathscinet-getitem?mr=0257325
http://www.ams.org/mathscinet-getitem?mr=2904570
http://www.ams.org/mathscinet-getitem?mr=4215198
http://www.ams.org/mathscinet-getitem?mr=1684723
http://www.ams.org/mathscinet-getitem?mr=2084007
http://www.ams.org/mathscinet-getitem?mr=1890398
http://www.ams.org/mathscinet-getitem?mr=3059278
http://www.ams.org/mathscinet-getitem?mr=1794353

[LR99)

[MSZ04]

[RASV+01]
[RBD02]
[Riv95]

[Rom19a]

[Rom19b)

[RSS23]

[San01]
[San9s]
[Ser01]

[Ser99al

[Ser99b)

[Ser99c

[SS00]

[SS03]

SS04]

[$S07]

[SS12]

VORTEX LINES INTERACTION IN 3D GINZBURG-LANDAU 83

F. Lin and T. Riviere, Complex Ginzburg-Landau equations in high dimensions and codimension
two area minimizing currents, J. Eur. Math. Soc. (JEMS) 1 (1999), no. 3, 237-311. MR1714735
15, 12

J. A. Montero, P. Sternberg, and W. P. Ziemer, Local minimizers with vortices in the Ginzburg-
Landau system in three dimensions, Comm. Pure Appl. Math. 57 (2004), no. 1, 99-125.
MR2007357 16

C. Raman, J. R. Abo-Shaeer, J. M. Vogels, K. Xu, and W. Ketterle, Vortex nucleation in a stirred
bose-einstein condensate, Phys. Rev. Lett. 87 (2001Nov), 210402. 111

P. Rosenbusch, V. Bretin, and J. Dalibard, Dynamics of a single vortex line in a bose-einstein
condensate, Phys. Rev. Lett. 89 (20020ct), 200403. 111

T. Riviere, Line vortices in the U(1)-Higgs model, ESAIM Controle Optim. Calc. Var. 1 (1995/96),
77-167. MR1394302 12, 5, 12

C. Roman, On the first critical field in the three dimensional Ginzburg-Landau model of super-
conductivity, Comm. Math. Phys. 367 (2019), no. 1, 317-349. MR3933412 13, 4, 6, 7, 11, 15,
36

C. Romén, Three dimensional vortexr approximation construction and e-level estimates for the
Ginzburg-Landau functional, Arch. Ration. Mech. Anal. 231 (2019), no. 3, 1531-1614. MR3902469
15, 6, 12, 13, 18, 55

C. Romén, E. Sandier, and S. Serfaty, Bounded vorticity for the 3D Ginzburg-Landau model and
an isoflux problem, Proc. Lond. Math. Soc. (3) 126 (2023), no. 3, 1015-1062. MR4563866 14, 5,
8, 13, 18, 19, 36

E. Sandier, Ginzburg-Landau minimizers from R* 1 to R™ and minimal connections, Indiana Univ.
Math. J. 50 (2001), no. 4, 1807-1844. MR1889083 12, 5, 12

E. Sandier, Lower bounds for the energy of unit vector fields and applications, J. Funct. Anal. 152
(1998), no. 2, 379-403. MR1607928 15, 38, 40

S. Serfaty, On a model of rotating superfluids, ESAIM Control Optim. Calc. Var. 6 (2001), 201—
238. MR1816073 14

S. Serfaty, Local minimizers for the Ginzburg-Landau energy near critical magnetic field. I, Com-
mun. Contemp. Math. 1 (1999), no. 2, 213-254. MR1696100 14, 5, 11, 13, 14, 38, 46, 47

S. Serfaty, Local minimizers for the Ginzburg-Landau energy near critical magnetic field. II, Com-
mun. Contemp. Math. 1 (1999), no. 3, 295-333. MR1707887 151

S. Serfaty, Stable configurations in superconductivity: uniqueness, multiplicity, and vortex-
nucleation, Arch. Ration. Mech. Anal. 149 (1999), no. 4, 329-365. MR1731999 14, 5, 46, 47

E. Sandier and S. Serfaty, Global minimizers for the Ginzburg-Landau functional below the first
critical magnetic field, Ann. Inst. H. Poincaré Anal. Non Linéaire 17 (2000), no. 1, 119-145.
MR1743433 14, 5

E. Sandier and S. Serfaty, Ginzburg-Landau minimizers near the first critical field have bounded
vorticity, Calc. Var. Partial Differential Equations 17 (2003), no. 1, 17-28. MR1979114 14, 5, 11,
40

E. Sandier and S. Serfaty, A product-estimate for Ginzburg-Landau and corollaries, J. Funct. Anal.
211 (2004), no. 1, 219-244. MR2054623 139

E. Sandier and S. Serfaty, Vortices in the magnetic Ginzburg-Landau model, Progress in Nonlinear
Differential Equations and their Applications, vol. 70, Birkhauser Boston, Inc., Boston, MA, 2007.
MR2279839 12, 4, 6, 7, 11, 13, 38, 39, 40, 41, 47, 65, 67

E. Sandier and S. Serfaty, From the Ginzburg-Landau model to vortez lattice problems, Comm.
Math. Phys. 313 (2012), no. 3, 635-743. MR2945619 12


http://www.ams.org/mathscinet-getitem?mr=1714735
http://www.ams.org/mathscinet-getitem?mr=2007357
http://www.ams.org/mathscinet-getitem?mr=1394302
http://www.ams.org/mathscinet-getitem?mr=3933412
http://www.ams.org/mathscinet-getitem?mr=3902469
http://www.ams.org/mathscinet-getitem?mr=4563866
http://www.ams.org/mathscinet-getitem?mr=1889083
http://www.ams.org/mathscinet-getitem?mr=1607928
http://www.ams.org/mathscinet-getitem?mr=1816073
http://www.ams.org/mathscinet-getitem?mr=1696100
http://www.ams.org/mathscinet-getitem?mr=1707887
http://www.ams.org/mathscinet-getitem?mr=1731999
http://www.ams.org/mathscinet-getitem?mr=1743433
http://www.ams.org/mathscinet-getitem?mr=1979114
http://www.ams.org/mathscinet-getitem?mr=2054623
http://www.ams.org/mathscinet-getitem?mr=2279839
http://www.ams.org/mathscinet-getitem?mr=2945619

84

CARLOS ROMAN, ETIENNE SANDIER, AND SYLVIA SERFATY

[SSTS69] D. Saint-James, G. Sarma, E. J. Thomas, and P. Silverman, Type IT Superconductivity, Pergamon
Press Oxford, New York, 1969. 12
[Tin96] M. Tinkham, Introduction to superconductivity, Second, McGraw-Hill, New York, 1996. 12
[TT90] D. Tilley and J. Tilley, Superfluidity and superconductivity, Hilger, 1990. 12, 4



	1. Introduction
	1.1. Description of the model
	1.2. Energy splitting
	1.3. The isoflux problem and nondegeneracy assumption
	1.4. Main theorem
	1.5. Proof approach
	1.6. Plan of the paper

	2. Preliminaries
	2.1. Vector fields, forms, currents and notation
	2.2. Reference magnetic field and splitting formula
	2.3. Biot-Savart vector fields and a new constant
	2.4. ε-level lower bounds
	2.5. Tube coordinates, energy rewriting and horizontal rescaling

	3. Preliminaries on the ratio function
	3.1. Non-degeneracy condition for graphs and piecewise graphs
	3.2. Coercivity
	3.3. Strong nondegeneracy implies weak nondegeneracy
	3.4. Strong nondegeneracy for small balls

	4. Lower bounds by slicing
	4.1. Lower bounds by ball growth method
	4.2. Lower bound up to o(1) error

	5. Distance of filaments to Γ₀ and main lower bound
	6. Upper bound
	6.1. Statement of the main result
	6.2. Definition of the test configuration
	6.3. The difference between the covariant gradient and the gradient is negligible in T(Γ₀)
	6.4. Energy estimate in small tubes around the curves
	6.5. Energy estimate in the perforated tube
	6.6. Energy estimate far from Γ₀
	6.7. Vorticity estimate
	6.8. Putting everything together

	References

